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range, this material can either contract or expand
along orthogonal lattice directions with a coeffi-
cient an order of magnitude greater than that of
most materials. They attribute these large move-
ments to the framework flexing like a hinged lat-
tice, of the sort commonly seen in garden fencing.

Every Step You Take
As we walk, we expend energy not only in push-
ing off with our planted leg but also when our
other leg decelerates as it makes contact with the
ground. Donelan et al. (p. 807) have developed
a mechanical device to harvest some of the
expended energy in this deceleration step in
much the same fashion as hybrid automobiles
utilize regenerative braking. The device is light,
fastens at the knee, and produces about 5 watts
of power, potentially enough power to charge
portable medical devices.

Bonds, Shaken 
and Sliced
Soon after the development of narrow-frequency

laser sources, chemists attempted to use these
sources to excite specific chemical bonds.

Unfortunately, the deposited energy usu-
ally spread around the rest of the
molecular framework too rapidly for

the chosen bond to break. More
recently, studies have shown that if colli-

sions with other molecules or catalytic sur-
faces occur soon enough after vibrational exci-

tation, reaction efficiencies can be selectively
enhanced. Killelea et al. (p. 790; see the Perspec-

Spin Hall Effect of Light
Hall effects manifest as the transverse move-
ments of carriers of electronic current in the
presence of an external field, and recent work
has concentrated on the spin Hall effect, in
which the effects depend on the spin of the elec-
tron and not just its charge. Hosten and Kwiat

(p. 787, published online 10 January; see the
Perspective by Resch) now report on the obser-
vation of an optical version of the spin Hall
effect that developed a sensitive metrological
technique capable of detecting displacements on
the angstrom scale. When light refracts at an air-
glass interface, there is an additional displace-
ment of the light that depends on polarization.
In this optical system, the polarization of the
light interacts with a refractive index gradient in
a manner analogous to how electronic spins are
affected by electric fields.

Moving with the Heat
Most materials have a positive coefficient of
thermal expansion—they expand when
heated—but there are exceptions, such as cubic
zirconium tungstate,
which will contract
over a wide tem-
perature range.
Silver(I) hexa-
cyanocobaltate(III)
is a framework
material that has
highly underconstrained
Co–CN–Ag–NC–Co linkages. Goodwin et al.

(p. 794) find that over a wide temperature

tive by Mullins and Sitz) now take this approach
a step further to show that by exciting the C–H
stretch in the CHD

3
isotopomer of methane just

prior to collision with a nickel surface, they can
achieve a 30:1 ratio of C-H to C-D bond cleavage,
relative to a 1:3 ratio in a thermally equilibrated
sample. Quantification of this selective scission
required a technically demanding mass-resolved
detection scheme of thermally desorbed products.

Sounding Out Earth’s Core
Earth’s solid inner core is predominantly a phase
of iron at high pressures. One important clue for
determining the properties of the core is that
sound waves passing through Earth’s solid inner
core propagate fastest along the north-south
direction, which suggests that there is a pre-
ferred alignment of iron crystals. Belonoshko

et al. (p. 797) present numerical calculations
which show that the body-centered cubic form
of iron is strongly anisotropic to seismic waves
and can match the observed 12% anisotropy,
whereas the hexagonal close-packed form, previ-
ously thought to make up the inner core, is not. 

Mixed-Up Microflora 
The relationship between an animal host and
the complex mixture of microbes it carries in its
gut is a delicate one, and the exact role the host
immune system plays in maintaining commen-
sal homeostasis remains unclear. Ryu et al.

(p. 777, see the Perspective by Silverman and

Paquette; published online 24 January) exam-
ined the expression of antimicrobial proteins in
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Continued on page 695
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<< Quantum Phase via Geometry
The phase of a wave function collapses when measurements are made,
so additional information is needed to determine phase, and several
methods have been developed based on interference with reference
waves. Moon et al. (p. 782) describe a non-interferometric approach
to phase-determination based on the isospectrality, which describes
pairs of simple polygonal shapes that have the same frequency
response—that is, if these shapes were drumheads, they could sound
the same and be indistinguishable. The authors used scanning tunnel-
ing microscopy to position CO molecules on the Cu(111) surface at
cryogenic temperatures to bound isospectral shapes. Despite the
imperfect nature of this boundary, the spectral fingerprints of the
two-dimensional electronic states in the terahertz range were the
same within experimental error. The authors then used this property
to extract the wave function phase. Phase extraction should be possi-
ble in two-dimensional quantum systems provided that the boundary
shapes can be constructed.
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This Week in Science 

the gut of the fruit fly, Drosophila melanogaster. Although the key immune transcriptional regulator
nuclear factor kappa B (NF-κB) was chronically activated in the flies by indigenous gut microflora,
only a subset of NF-κB–regulated antimicrobial genes was actually expressed because of transcrip-
tional repression exerted by the intestinal homeobox gene Caudal. Disruption of Caudal expression
resulted in the expression of a different subset of antimicrobial peptides, as well as a dramatic
change in the composition of the intestinal microflora that led to the apoptosis of intestinal epithe-
lial cells and loss of host viability. 

What a Tangled Food Web We Weave
Both direct and indirect effects can mediate bottom-up influences on the diversity and complexity 
of a food web. Bukovinszky et al. (p. 804) compared the effects of two related plants (domestic 
Brussels sprouts and feral Brassica) on their aphid herbivores, the aphids’ parasitoid wasps, and the
wasps’ secondary parasitoids to examine how resource quality affects food web structure and com-
plexity. In this multilevel trophic system, differences in the resource base cascaded through the sys-
tem, via an array of direct and indirect effects, and led to substantial differences in the structure and
complexity of the resulting food webs. 

A Growing Role for Centrosomes
Genetic analyses of individuals with extreme forms of short stature can provide insights into the bio-
logical mechanisms regulating human growth. Rauch et al. (p. 816, published online 3 January; see
the Perspective by Delaval and

Doxsey) have identified a mutant
gene responsible for microcephalic
osteodysplastic primordial dwarfism
type II (MOPD II). Adults with this
rare inherited condition reach an
average height of 100 centimeters,
and although their brain is compa-
rable in size to that of a three-
month-old baby, they are of near-
normal intelligence. The culprit gene is PCNT, which encodes pericentrin, a centrosomal protein impli-
cated in mitotic spindle anchoring and chromosome separation during cell division. Although the pre-
cise mechanisms by which the cellular phenotype produces the size phenotype remains to be deter-
mined, it is intriguing that other inherited forms of microcephaly (disorders characterized by small
brain size) have likewise been genetically linked to centrosomal and mitotic spindle genes.

Tipping the Balance in T Cell Decisions 
In the thymus, key developmental decisions are made that have far-reaching consequences for the
immune system, perhaps most notable the commitment of thymocytes to becoming CD4 (helper) or
CD8 (cytotoxic) T cells. The transcriptional factor Th-POK commits thymocytes that still express both
CD4 and CD8 co-receptors to becoming CD4 T cells, but how is the alternate developmental option
generated? Setoguchi et al. (p. 822) find that cells that would otherwise be destined to become
CD8+ T cells can be redirected to the CD4 lineage by loss of members of another transcription factor
family, Runx. It seems that under normal circumstances, the Runx complex represses Th-POK expres-
sion and allows CD8 T cells to emerge. 

The Heme Balancing Act
Heme, a component of several hemoproteins, is required in aerobic cells for oxygen transport and
storage (hemoglobin and myoglobin), electron transfer and drug metabolism (cytochromes), and sig-
nal transduction (nitric oxide synthases). However, free heme is toxic, so its intracellular concentration
must be carefully regulated. Keel et al. (p. 825) have generated mice lacking the heme export pro-
tein FLVCR (feline leukemia virus, subgroup C, receptor), and show that this factor is required for ter-
minal red blood cell development. They suggest that heme toxicity may be a common pathophysiol-
ogy in some erythroid disorders where free-heme-balance is perturbed. Additionally, FLVCR functions
in the recycling of heme-iron from senescent red cells, and heme-iron trafficking via FLVCR is
involved in systemic iron homeostasis.
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EDITORIAL

Science for the Globe
SCIENCE AND TECHNOLOGY (S&T) CAN BE VIEWED FROM MANY ANGLES. AT THIS YEAR’S 
annual meeting of the American Association for the Advancement of Science (AAAS), which

starts on 14 February in Boston, we look at them from a global perspective. Our ever-shrinking,

flattening world invites a global focus on almost any issue. But in the United States, national

competitiveness is often the key concern driving S&T policy, whereas the global perspective,

which comes naturally to many scientists, is given short shrift. Indeed, a host of topics come to the

fore when S&T are viewed globally, including international cooperation on big science projects,

economic development, worldwide treatment and prevention of infectious disease, responses

to climate change, and mitigation of global warming. In planning the annual meeting, it was

evident that all elements had international dimensions, and the meeting reflects this reality. 

Appropriately, this issue of Science focuses on the cities, which hold so much of the world’s

population at high density that they pose many of the most pressing problems of the world. Urban-

ization generates air pollution, first evident years ago in the United States

but now a worldwide plague. Take Beijing, where running Olympic events

this year will depend on temporary industrial and transportation

shutdowns. This quick fix may work, but what’s needed for long-term

clean air in cities is an application of technology-based rules and

processes, such as industrial emissions standards. Here, the United States

leads. My adopted hometown of Pasadena, California, recovered its dra-

matic view of the San Gabriel Mountains because Los Angeles took the

air-quality problem seriously. International technology-sharing can help

cities in less developed nations solve their own air-quality problems.

Cleaning up emissions, whether particulate pollution or greenhouse

gases, is one of the world’s grand challenges for S&T. It has to be faced

head on because solutions will be costly. This challenge to our inventive-

ness should be seen as an opportunity to create new industries. Countries

that accept the challenge will reap huge rewards, as other nations recognize that they must find

less-polluting ways to generate energy. 

That recognition is coming fast, and the time to respond is now. The United States ought to

take the lead here, because it is responsible for much of the world’s burden of greenhouse gases

and because it has such an effective engine of innovation in its universities and industries. For

U.S. companies, there’s a market incentive: the opportunity to be first movers in an international

competition to solve a major environmental problem. 

The AAAS annual meeting will explore many of these issues and, as a biologist, I am grati-

fied that the program will also emphasize health. Bringing health benefits to the less-developed

world has become a philanthropic priority for wealthy Americans such as the Gates family and

for the governments of many developed countries. The concentration of resources for treating

and preventing AIDS is heartening. However, as HIV researcher Daniel Halperin recently

emphasized in the New York Times, donors could take a more balanced approach to improving

health in the world’s poor countries. Cleaning the air and water, treating sewage, dealing with

diarrhea, and mounting immunization programs are all needed. So is improving the availability

of health practitioners to treat non–HIV-related disease, which cannot be ignored even though

AIDS is so widespread. 

When I entered science in the early 1960s, my elder colleagues, particularly physicists who had

worked on the atomic bomb, emphasized that S&T were not the province of one country but

resources for the world. After World War II, U.S. politicians often took a more domestic focus, but

the international activities of scientists such as the Pugwash Conferences reminded the nation that

science and scientific concerns transcend national borders. The tensions between national security

and science remain unresolved, and the terrorist challenges we now face have produced a greater

emphasis on national concerns. I hope that this annual meeting will provide a counterforce,

reminding us that in a shrinking world, the problems of any nation are the problems of every nation. 
– David Baltimore

10.1126/science.1155011
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localized valence states is fundamental to
understanding the materials’ optical and elec-
tronic properties. Researchers discovered in the
1980s that photons can behave in a similar
way: Optical materials fabricated with just the
right periodic structures exhibit
energy (or frequency) regions
where light passes through and
other energy zones where trans-
mission of light is blocked. Just
as semiconductor band gaps
lead to a wide range of useful
technological properties, 
photonic band gaps can do the
same for optical materials.
Researchers have assumed that
in order to produce the photonic
band gaps, high-quality 
crystalline materials are
required. Edagawa et al. present
computational results showing
that amorphous diamond without
lattice periodicity can also exhibit strong 
photonic band gaps. The results challenge 
the traditional view that photonic band gaps
are strictly a consequence of Bragg reflection
and interference in which electromagnetic
waves are scattered from various planes 
formed by a periodic atomic lattice. Thus, a
range of photonic band gap systems could
potentially be synthesized from materials 
such as polymers, proteins, and colloids that
lend themselves naturally to amorphous 
structures. — DV

Phys. Rev. Lett. 100, 13901 (2008).
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P L A N T S C I E N C E

Pared to the Essentials

The RNA world is alive and well—deeply embed-
ded in plants. Plant viruses, traveling messenger
RNAs, gene-silencing RNAs, these and more are
the various guises of RNA in plants. For infectious
RNAs, structural motifs—sequences that form
hairpins and loops and bulges—are necessary
both for RNA replication and for RNA trafficking
between cells. Using a genome-wide mutational
analysis of potato spindle tuber viroid (PSTVd),
which replicates in the host cell’s nucleus, Zhong
et al. have investigated what these two processes
share in terms of structural motifs. Potatoes pro-
duced by plants infected by this viroid are smaller
and lumpier than usual, and the viroids move
through the leaf cells, into the phloem, and then
on to distant parts. The PSTVd RNA adopts a rod-
shaped structure, and all of the loops were essen-
tial for fully successful replication and trafficking.
Loops toward one end of the rod and in the mid-
dle were critical for replication; damage to loop
11 produced viroids able to travel well but not so
apt to replicate; finally, one loop in its native
state actually seemed to repress replication. Com-
parisons with other types of viroid RNAs hint at a
conservation of structure-function relationships
for some loops. — PJH

Plant Cell 20, 10.1105/tpc.107.056606 (2008).

A P P L I E D  P H Y S I C S

Light amid Disorder

In semiconductors, the concept of an energy
gap that separates conducting electrons from

P H Y S I C S

Profiles in Charge

The availability of high-power lasers emitting
intense pulses over femtosecond and picosecond
time scales enables the study of high-field

processes such as photo-
dissociation and photo-
excition of atoms and
molecules in the labo-
ratory. Such processes
are relevant across a
range of disciplines,
from the study of 
photoinduced chemical
reactions in the atmo-
sphere to the more 
fundamental probing 
of the electronic excita-
tions in atoms. When
an intense laser pulse
hits a cloud of atoms or

molecules, the intensity
profile of the laser pulse

will produce a specific distribution of ions. After
exciting a cloud of Xe atoms with intense laser
pulses, Strohaber and Uiterwaal implement a
time-of-flight technique that samples the pulse
focal region with micrometer resolution, allow-
ing the distribution of ions to be mapped out in
three dimensions. On the flip side, the profile of
the ion distributions can be used as an intensity
sensor to aid the characterization and optimiza-
tion of intense laser pulses. — ISO

Phys. Rev. Lett. 100, 23002 (2008).

Continued on page 701

The Hawaiian Islands have formed sequentially as the Pacific Ocean crust has

moved over a locus of melting in the mantle. As each island grows, the huge

weight of cooled magma, a pile extending many kilometers above the

ocean floor, bends the ocean crust downward. Two related large (M
w

= 6.0

and 6.7) earthquakes struck the island of Hawaii on 15 October 2006 and

have helped reveal important aspects of this process. Both earthquakes

occurred in the mantle. One was particularly deep, 39 km below the surface, and

implied local extension; the other was shallower, at a depth of about 19 km, and sug-

gested lateral compression. Through finite-element modeling, McGovern shows that the

different mechanisms reflect modification of the broad bending process by the different strengths

of the lower crust and mantle, producing compression at depths shallower than about 32 km and

extension below, with strain focused near the depth of the deeper quake. In addition, compression

at a depth of 19 km would tend to restrict the ascent of magmas, consistent with the notion that the

crust is being underplated by cooled magmas at this depth. — BH

Geophys. Res. Lett. 34, L23305 (2007).

Xe ion profile.
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G E N O M I C S

A High-Salt Lifestyle

Bonneau et al. describe progress in an effort to
link systems-level analysis to events at the
molecular and organismal levels. Using experi-
ments and computation, they have pooled tran-
scriptome, protein-protein interaction, structural,
and evolution-related data to generate a
dynamic model of the halophilic organism
Halobacterium salinarum. This model was
trained on data sets that included more than 200
microarray experiments measuring responses to
genetic perturbations and environmental factors
(oxygen, sunlight, transition metals, ultraviolet
radiation, and desiccation and rehydration). The
model, known as EGRIN (environment and gene
regulatory influence network) represents tran-
scriptional regulation for 1929 of the 2400
genes in H. salinarum, and it was used to predict
transcriptional changes after environmental or
genetic perturbations (or combinations thereof)
that had been held out of the training data sets.
As an example, the gene nhaC3 encodes a Na+

extrusion pump that allows this organism to grow
under high-salt conditions. Analyses of a map of
protein-DNA interactions generated from ChIP-
chip data could not dissect which of five possible
transcriptional regulators governed expression of
the gene, yet one of these was predicted by
EGRIN to have the strongest effect, which was
confirmed in laboratory experiments. — BJ

Cell 131, 1354 (2007).
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E N V I R O N M E N T

The Debt of Nations

Tracking the worldwide depletion of ecosystem
resources is a complex international problem.
Srinivasan et al. have used a simplified account-
ing framework to link populations who experi-
ence ecological damage to those who cause it.
The largest and most blatant imbalance is the
debt we (high-income countries) owe to low-
income countries because of climate change. 
On a per capita basis, people in high-income
countries are responsible for almost six times
more greenhouse gas emissions than their low-
income counterparts. Included in the tally is, 
for instance, the luxury debt accrued by high-
income consumers of farmed shrimp; this
demand encourages the destruction of coastal
mangrove trees to clear the way for shrimp
ponds. The resulting loss of storm protection 
is increasing the risk to adjacent cities as sea
levels rise and coral reefs collapse (see also
Grimm et al., Review, p. 756). Similarly, middle-
and high-income countries consume most of the
world’s fish; nevertheless, several food-deficient
African countries charge only modest access fees
for the mining of their rich offshore fisheries.
Despite the difficulties of measurement and the
need to simplify, this analysis raises provocative
questions about the division of responsibilities
for environmental harm. — CA

Proc. Natl. Acad. Sci. U.S.A. 105,

10.1073/pnas.0709562104 (2008).

<< Hearing Essentials About 
Glutamate Transporters
Although three vesicular glutamate transporters

(VGLUTs) have been identified, only two are found in identified glutamatergic neurons. In 
contrast, VGLUT3 is expressed in several populations of neurons that release other classical
neurotransmitters, including inhibitory GABAergic interneurons in the hippocampus and 
cortex. Seal et al. found that mice lacking VGLUT3 were profoundly deaf: They failed to show a
startle response to loud noises and did not exhibit auditory evoked potentials. Electrophysio-
logical analysis revealed a defect in signaling from the inner hair cells (IHCs) of the cochlea 
to the auditory nerve, and morphological analysis showed abnormalities of IHC synapses.
Immunofluorescence revealed that VGLUT3 was present in synaptic regions of the IHCs of wild-
type mice. Whereas the conduc-
tances in the IHCs of the mice
lacking VGLUT3 resembled those
in wild-type mice, electrophysio-
logical analysis indicated that
these neurons failed to release
glutamate. The authors conclude
that VGLUT3 is essential for hear-
ing and plays an important role
in the regulation of cortical
excitability. — EMA

Neuron 57, 263 (2008).

VGLUT3 (red) in
the IHC (green).
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Sarkozy’s Bitter Pill
French scientists are reacting with growing fury to
plans by President Nicolas Sarkozy to overhaul
basic research.

In a 21 January speech paying homage to
France’s 2007 physics Nobelist Albert Fert,
Sarkozy lashed out at the research system as
plagued by “balkanization” and threatened by
“paralysis.” He said major agencies such as CNRS
should be turned into “funding bodies rather
than performers of research” to “implement sci-
ence policy specified by the government.” The
government may also go ahead with a controver-

sial plan to replace open-ended job commitments
for scientists with 4-year contracts.

Some scientists are livid. Sarkozy wants to
“implement rapidly a new stage in demolishing
our [basic research] system,” said chemist
Henri-Edouard Audier, a board member in the
leading researchers’ union. The president’s
attack “thoroughly blackens the situation to
show that everything is so rotten that it must be
destroyed,” Audier added.

Physicist Bertrand Monthubert, president of
the Let’s Save Research movement, said protest
plans are being laid. The last time researchers took
to the streets was in 2004, to protest budget cuts. 

The Tail Tells
The male Anna’s hummingbird emits an
emphatic squeak as he swoops above his
intended mates, but it’s his tail, not his voice,
that makes the sound. A study published online
29 January in the
Proceedings of the Royal

Society B settles a 68-
year-old debate about the
source of the chirp. 

Ornithologist
Christopher Clark of 
the University of
California, Berkeley,
suspected that the sound
had something to do with
the birds’ unusually shaped
outer tail feathers. So his team took high-speed
videos of the birds doing dive displays in a
California park. The videos revealed that a quick
tail flick coincided with the squeak, and the dis-
plays of four consistent chirpers were silenced
when researchers trimmed their tails. 

In the lab, the researchers found that isolated
feathers produced a continuous whine when sub-
jected to an air stream. They fluttered like little
flags, generating the same frequency regardless
of wind speed. “We were blown away,” Clark says,
when they realized that the feathers worked like
musical reeds, a mechanism previously unknown
in birds.

The study “fully solves” the question of the
Anna’s chirp and is likely to explain other non-
vocal bird sounds as well, says biomechanist
Douglas Altshuler of the University of California,
Riverside. What’s more, the tail sound is nearly
identical to part of the birds’ vocal song. It’s
“very wild,” Altshuler says, that the birds
evolved to make the same sound in two com-
pletely different ways.

Human Universals 
In 1967, psychologist Paul Ekman visited New Guinea to test the idea pro-
posed by Charles Darwin a century earlier that human facial expressions are
universal. Last month, the Exploratorium science museum in San Francisco,
California, celebrated the 40th anniversary of his trip. The museum’s new
Mind exhibit displays some of Ekman’s photos for the first time, including 

this montage of indigenous South Fore men. Ekman asked each to show how
he would look if he (from left) learned that his child had died, met friends
for the first time that day, saw a dead pig in the road, or was about to fight
with someone. Anthropologists now agree, says Ekman, that such expres-
sions are biologically determined, as Darwin had thought. 

A TEST FOR STRING THEORY, IF ONLY

Plan for the Square Kilometer 
Array—just multiply by 10,000.
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Skeptics of string theory complain that the purported “theory of everything” is so complicated
and flexible that it’s impossible to test experimentally. But theoretical cosmologists Rishi Khatri
and Benjamin Wandelt, both of the University of Illinois, Urbana-Champaign, claim they’ve
devised such a test. 

According to string theory, every fundamental particle is really a wriggling filament stretch-
ing less than a billionth of a billionth of the width of a proton. In some models, space is riven
with long cosmic strings, defects in spacetime that affect the distribution of matter. Detectable
evidence for them should show up in the mottled distribution of hydrogen gas in the early uni-
verse, Khatri and Wandelt calculate in a paper to be published in Physical Review Letters. All you
need to see it is an array of radio telescopes covering 10,000 square kilometers. 

A practical proposal? “Nobody would be able to build a 10,000-square-kilometer array,” chuckles
Yervant Terzian, a radio astronomer at Cornell University. Terzian is a member of a team proposing to
build a 1-square-kilometer array, and that alone will cost more than $2 billion, he says. 
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NEWSMAKERS
EDITED BY YUDHIJIT BHATTACHARJEE

M O V E R S
LINKING UP. Plant geneticist Richard
Jorgensen was trained as an engineer, a back-
ground that should help the University of
Arizona, Tucson, researcher lead a $50 million
initiative to build computational tools and
interdisciplinary teams for plant biology. 

Jorgensen, 56, is known as the “Petunia
Man” for his work on gene silencing and
flower color in that species. Over the years, his
research has increasingly required the analysis
of large data sets about proteins and genes.
This effort, along
with his 5-year
stint as editor-in-
chief of The Plant

Cell, convinced
him that the plant
community
needed better
ways to compile
and analyze 
information across
disciplines as dis-
parate as genomics and ecology. Last week,
the multiuniversity consortium he proposed to
accomplish that goal, called the iPlant
Collaborative, got a 5-year grant from the 
U.S. National Science Foundation. 

Plant biologist Robert Last of Michigan
State University in East Lansing says
Jorgensen’s experience makes him an ideal
person to lead the effort, which will involve
“bringing together biologists, information sci-
entists, computer infrastructure [engineers],
and informatics experts to work as teams.”

I N  B R I E F
The Israel-based Wolf Foundation has
announced prizes to honor a host of accom-
plishments in basic and applied science, from
geometry to pest management. William
Moerner of Stanford University in Palo Alto,
California, and Allen Bard of the University
of Texas, Austin, will be awarded the chemistry
prize for their contributions to single molecule
spectroscopy. John Pickett of Rothamsted
Research in Hertfordshire, U.K., James
Tumlinson of Pennsylvania State University 
in State College, and W. Joe Lewis of the 
U.S. Department of Agriculture in Tifton,
Georgia, will share the agriculture prize for
helping develop better pest-control methods.
The mathematics prize will honor Pierre
Deligne and Phillip Griffiths, both of the
Institute for Advanced Study in Princeton, 
New Jersey, and David Mumford of Brown
University for their contributions to arithmetic,
complex differential geometry, algebraic the-
ory, and several other topics. And the medicine
prize will recognize Howard Cedar and
Aharon Razin, both of the Hebrew University
of Jerusalem in Israel, for helping to advance
the understanding of how gene expression is
controlled. Each prize is worth $100,000.

Bill Read has been named director of the
National Hurricane Center (NHC) in Miami,
Florida. A meteorologist who once served in
the U.S. Navy, Read has served as the cen-
ter’s acting head since the controversial exit
of Bill Proenza last summer (Science, 13 July
2007, p. 181). 

Josephine Briggs, 63, a nephrologist

and former National Institutes of Health

(NIH) administrator, this week became

the second director of its 9-year-old

National Center for Complementary

and Alternative Medicine (NCCAM).

She replaces Stephen Straus, who died

in 2007.

Q: NCCAM is probably the most con-
troversial institute at NIH. That didn’t
deter you?
I think it’s also an area that’s very high on

the public profile. The aim [of the insti-

tute] is absolutely no relaxation in the

notion of rigorous science. We’re going to

try very hard to continue to support only

very top-ranked, careful, rigorous science. 

Q: Have you ever tried alternative
medicine yourself?
Well, I’m a regular exerciser. I do some

yoga. It’s sort of part of the whole mind-

body interface.

I pay attention to this literature. A lot

of people, including a lot of scientists,

are using these agents. I think the real

rationale for NCCAM’s investment is

the enormous public interest in this. I

think we all want answers as to which of

these approaches really will help with

the symptoms of aging. 

Q: Is there anything that has come out
of alternative medicine that you think
clearly works?
There are small, promising areas. The

tai chi for shingles was a very nice

study (nccam.nih.gov/research/results/

past/index.htm).

Three Q’s >>
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Got a tip for this page? E-mail people@aaas.org

Celebrities >>
EVOLUTION OF AN IDEA. Sometime this year, visitors to
the Stanford University library will be able to look into the
mind of Stephen Jay Gould, the Harvard paleontologist
and popularizer of science. 

Gould, who died in 2002, bequeathed his notes, let-
ters, and office library to Stanford in hopes it would put
the materials online. Hyperlinks among the digitized doc-
uments would allow users to trace the evolution of Gould’s
ideas from handwritten marginal notes to outlines, man-
uscripts, letters, and final published works. But the library
does not yet have the funds to do the required scanning
and exhaustive indexing, says Henry Lowood, curator of
Stanford’s History of Science and Technology Collections.

In the meantime, Lowood’s staff is still cataloging the monumental stack of materials it
began receiving in 2004, with the goal of putting it on public display. “Steve was a pack rat,”
says artist Rhonda Shearer, Gould’s widow. Organizing his collections—which included not
only academic texts but also Beanie Babies and baseball memorabilia—“could sometimes
feel glacial,” she says.
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Deadly ethnic clashes in Kenya over the past

month, sparked by a disputed presidential

election and tribal tensions, have closed

public universities, disrupted numerous field

research projects, and caused the postpone-

ment or cancellation of several scientific con-

ferences in the normally peaceful East

African nation. But progress in mediation

efforts offered hope this week that the

tensions can be defused.

More than 900 people have died and a

quarter-million have been driven from their

homes—mainly in western Kenya’s Rift

Valley and in Nairobi’s slums (see map,

below)—as a result of the violence that has

struck the country since President Mwai

Kibaki was declared the winner of the elec-

tion, which opposition candidate Raila

Odinga has alleged was rigged. Former

United Nations Secretary-General Kof i

Annan helped mediate a framework agree-

ment on 1 February, but clashes continued

in some areas, causing some institutes to

scale back or even cancel projects that

required risky travel.

“There have been phenomenal problems

with f ield research and logistics,” says

entomologist Christian Borgemeister, director

general of the International Centre of Insect

Physiology and Ecology (ICIPE) in Nairobi,

Africa’s leading center for the study of insect

vectors. The unrest, he says, has had “a severe

impact” on research projects at the center’s

Mbita Point Field Station at Lake Victoria—a

hot spot of ethnic strife—and some of ICIPE’s

300 staffers have lost their homes or are

sheltering refugees. 

Although the worst violence has struck

southwest Kenya, riots in Nairobi have also

disrupted field projects. Demographer Alex

Ezeh, executive director of the African Popu-

lation and Health Research Center in

Nairobi, says the unrest led him to “postpone

indefinitely” parts of a longitudinal demo-

graphic and health surveillance system in

two Nairobi slums. 

In part because of Kenya’s traditional sta-

bility, Nairobi is a major center for pan-African

research organizations, which have been riding

out the storm. Geologist Judi Wakhungu, exec-

utive director of the African Centre for Tech-

nology Studies in Nairobi, says, “Our major

concern is safety.” Although the center’s

researchers have not been hurt, she says, “our

agendas and work plans have been disrupted

by postponing activities until calm is restored.”

The International Livestock Research Institute

in Nairobi, whose field researchers investigate

livestock maladies and help develop vaccines,

has temporarily “reduced its field projects in

Kenya as a result of security concerns,” says

spokesperson Susan MacMillan.

Agricultural research centers have been

especially hard hit. Last week, a gang of armed

youths drove an estimated 500 employees,

including some scientists, from the Kenya

Agricultural Research Institute and the

Kenya Forestry Research Institute, northwest

of Nairobi.    

Although rumors have flown that inter-

national organizations might leave Nairobi if

the civil strife continues, a spokesperson for

the United Nations Environment Programme,

which employs about 350 staffers at its world

headquarters there, says no such plan is being

considered. “Nairobi is an important research

hub; it would be a disaster for any of the major

institutes or organizations to move because of

this,” says Mohamed Hassan, a Sudanese

mathematician who is president of the

Nairobi-based African Academy of Sciences,

which is also committed to keeping its head-

quarters in Kenya.

Kenyan university administrators were

trying to gauge when they might resume

classes. Private colleges were open, but stu-

dents had not yet returned this week at most

public universities. Physicist Frederick

N. Onyango, vice chancellor of Maseno Uni-

versity in the hard-hit Nyanza Province, told

Science that classes there won’t be started

until April. “The main reason is the violence

in the city, which has destroyed the shops of

university suppliers,” he says. Although

many lecturers are on leave, some

research laboratories are still func-

tioning. At Masinde Muliro Uni-

versity of Science and Technology

in Kakamega in western Kenya, riot-

ers armed with machetes used

Kenyan Scientists Endure Violent
Unrest, University Closings 
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Ethnic clashes. Youth gangs run amok (left) after
burning houses in a Nairobi slum last month. The
political violence struck hardest in the capital and in
western Kenya.
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gasoline to set afire three hostels rented by
university students. Meanwhile, officials at
Moi University in the Rift Valley town of
Eldoret reported that some agricultural
research had been disrupted. 

At the University of Nairobi, “systems are
at the moment functioning minimally,” says
Benson Estambale, who directs the school’s
Institute of Tropical and Infectious Diseases.
Even so, the university’s College of Health
Sciences resumed classes in late January. “We
hope things will cool down soon,” says
pediatrics professor Nimrod O. Bwibo. 

Outside scientists who conduct research in
Kenya are taking a careful look at the situation.

Ecologist David Harper of the University of
Leicester, U.K., who heads the Earthwatch
Institute’s Lakes of the Rift Valley project, says
he hopes for a quick settlement, but if violence
continues in Naivasha and Nakuru—troubled
cities near lakes being studied—his research
groups have the option of shifting focus tem-
porarily to other Rift Valley lakes. So far,
foreign medical assistance and research
programs in Kenya have continued despite
community disruptions. The U.S. Centers for
Disease Control and Prevention (CDC) in
Atlanta, Georgia, evacuated eight of its Ameri-
can researchers and their families—as well as
about 40 of the 900 Kenyan staffers—from

the Kisumu field research station to Nairobi.
But the facility’s director, epidemiologist
Kayla Laserson, said Monday that she
planned to return this week to supervise vac-
cine trials and research projects. Kenya is home
to the CDC’s largest overseas presence.   

The Annan-led mediation entered a cru-
cial phase this week, with both sides calling
for an end to the violence and opposition
leader Odinga asking for foreign peace-
keepers. Researchers hoped for an early reso-
lution that would restore Kenya’s reputation
for safety. Says Estambale: “We are trauma-
tized and not believing what has gone wrong”
in recent weeks. –ROBERT KOENIG
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DALIAN, CHINA—Genome, proteome, meta-
bolome … herbalome? In the latest industrial
assault on nature’s biochemical secrets, a
Chinese team in this seaside city is about to
embark on a 15-year effort to identify the
constituents of herbal preparations used as
medications for centuries in China.

The Herbalome Project is the latest—and
most ambitious—attempt to modernize
t rad i tional Chinese medicine (TCM).
The venerable concoctions—as many as
400,000 preparations using 10,000 herbs and
animal tinctures—are the treatment of choice
and often the only recourse for many in China.
In the 1970s, TCM tipped off researchers to
qinghaosu, a compound in sweet wormwood
whose derivatives are potent antimalaria drugs.
But TCM’s reputation has been blackened by
uneven eff icacy and harsh side effects,
prompting critics to assail it as outmoded
folklore. “TCM is not based on science but
based on mysticism, magic, and anecdote,”
asserts biochemist Fang Shi-min, who as
China’s self-appointed science cop goes by the
name Fang Zhouzi. He calls the Herbalome
Project “a waste of research funds.”

Hoping to rebut TCM critics, Herbalome
will use high-throughput screening, toxicity
testing, and clinical trials to identify active
compounds and toxic contaminants in
popular recipes. “We need to ensure that
TCM is safe and also show that it is not just
qinghaosu,” says Guo De-an, who leads TCM
modernization efforts at the Shanghai Insti-

tute of Materia Medica and is not involved in
Herbalome. Initial targets are cancer, liver
and kidney diseases, and illnesses that are dif-
ficult for Western medicine to treat, such as
diabetes and depression. 

The Dalian Institute of Chemical Physics
(DICP), one of the biggest and best-funded
institutes of the Chinese Academy of Sciences,
won a $5 million start-up grant to develop
purification methods; the Ministry of Science
and Technology is reviewing the project with a
view to including it as a $70 million initiative in
the next 5-year plan to start in 2010. A planning
meeting will be held at a Xiangshan Science
Conference—China’s equivalent of a Gordon
Research Conference—in Beijing this spring.

Several TCM power players have thrown
their weight behind the initiative. “It’s the right
time to start this project,” says chemist Chen
Kai-xian, president of the Shanghai Univer-
sity of Traditional Chinese Medicine.
Herbalome should appeal to pharmaceutical
firms, as it could identify scores of drug
candidates, says Hui Yongzheng, chair of the
Shanghai Innovative Research Center of
Traditional Chinese Medicine.

In many parts of the world, traditional med-
icine recipes are handed down orally from one
generation to the next. But in China, practition-
ers more than 2000 years ago began to compile
formulations in compendia. Although in major
cities Western medicine has largely supplanted
TCM, many Chinese still believe in TCM’s
power as preventive medicine and as a cure for

chronic ailments, and rural Chinese depend on
it. “For most of us, when we feel unwell, we
want to take TCM,” says chemist Liang
Xinmiao of DICP.

Since the Mao Zedong era, the govern-
ment has strongly supported TCM, in part
because it was too expensive to offer Western
medicine to the masses. It remains taboo for
Chinese media to label TCM as pseudo-
science. “Criticizing TCM is unthinkable to
many Chinese and almost like committing a
traitorous act,” says Fang.

Lifting the Veil on Traditional Chinese Medicine
BIOCHEMISTRY

Medicine man. Liang Xinmiao’s Herbalome Project
aims to identify active ingredients and toxins in
thousands of traditional Chinese preparations.
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Proponents insist that TCM has much to

offer. But for every claimed TCM success,

there are reports of adverse effects from nat-

ural toxins and contaminants such as pesti-

cides. Dosages are hard to pin down, as prepa-

rations vary in potency according to where and

when herbs are harvested. Quality can vary

from manufacturer to manufacturer and from

batch to batch. “That’s why many people don’t

trust TCM,” says Guo. In the modernization

drive, quality control is a paramount concern. 

Herbalome intends to take modernization to

a whole new level. The initiative is the

brainchild of Liang, who believes many TCM

recipes are effective. “The problem is, we don’t

know why it works,” he says. The main hurdle

is the complexity of the preparations. As an

example, Liang shows a chromatograph of

Hong Hua, or “red flower,” a preparation

applied externally for muscle pain. In many

samples chemists deal with, one peak usually

represents one compound, Liang says. But for

Hong Hua, each peak is many compounds, and

fractionating these yields more multi-

compound peaks like nested matryoshka

dolls. Hong Hua is composed of at least

10,000 compounds, says Liang: “We

know only 100.”

Faced with such complexity, “we must

invent new methodologies,” says Liang. “This

is the battleground of the Herbalome project.”

For starters, his 45-person team at DICP is

developing new separation media. Herbs will

be parsed into “multicomponents”: groups of

similar constituents. To determine which

substances are beneficial or toxic, his group

plans to devise Herbalome chips in which

arrays of compounds are screened for their

binding to key peptides. The expanded

Herbalome project would involve researchers

at many institutes in China and abroad.

Herbalome has potential pitfalls. One is a

concern that Western companies will develop

blockbuster drugs—and walk away with the

spoils—by modifying compounds identified

by the project. To counter this possibility, says

Guo, “we’re encouraging scientists not to rush

to publish and do structure modifications

[to identify drug candidates] first.” Teams

would then apply for patents on groups

of similar structures.

Not all practitioners embrace TCM’s

demystification. “Some are afraid that the

traditions will be lost,” says Chen. But Hui

says that modernization is necessary “to

reconcile the knowledge-oriented, deductive

process of Western medicine with the

experience-oriented, inductive process of

TCM.” Fang has a different take: “Can you

marry astrology and astronomy, alchemy and

chemistry? It never works.”

Hui  ins is t s  tha t  TCM can coexis t

with Western medicine. Liang hopes his

Herbalome project will prove Hui right. 
–RICHARD STONE

With reporting by Li Jiao in Beijing.

BRUSSELS—A race against the clock is on at

farms in northern and central Europe. The

question: Can bluetongue, an exotic insect-

borne viral disease that unexpectedly popped

up here in 2006 and expanded aggressively in

2007, be stopped in 2008? For the past year and

a half, manufacturers have been scrambling to

produce a vaccine against the

particular viral strain, called

serotype 8; a handful are ready. But

as a recent meeting* here showed, a

number of logistical, scientific,

and political problems still threaten

to hobble the fight.

It’s unclear, for instance,

whether the tens of millions of

vaccine doses needed, preferably

as early as May, can be delivered

in time. Countries are also still

pondering their vaccination

strategies and which vaccine to

use. The debate is complicated by a

fundamental and, for the moment,

unanswerable question: Can blue-

tongue still be wiped off the map

entirely, or has climate change

created such favorable conditions

that the disease is here to stay?

Bluetongue, of which 24 dif-

ferent serotypes exist, is trans-

mitted by Culicoides, or biting

midges. The virus causes high fevers and

swelling of the face, lips, and tongue. Sheep

are most susceptible; mortality rates vary

widely, by strain and location, but may reach

10% or more. Other ruminants—including

cattle and goats—can be infected as well. The

disease, for which no treatment exists, is not

transmissible between animals.

Until 10 years ago, bluetongue was barely

known in Europe. The virus was found

primarily in tropical and subtropical zones in

Africa, Asia, and the Americas. But starting in

1998, serotypes 1, 2, 4, 9, and 16 moved from

Africa and the Middle East into southern

Europe. The biggest surprise

came in 2006, when serotype 8,

presumably originating in sub-

Saharan Africa, caused outbreaks

in the Netherlands, Belgium, and

Germany. Scientists had no idea

the disease could gain a foothold

there, because the best-known

vector, C. imicola, doesn’t occur

at this latitude; recent studies

suggest that local species such

as C. obsoletus make just as good

vectors, however.

The serotype 8 outbreak has

dwarfed the previous incursions

in southern Europe, both in

geographic spread and in number

of infected animals. Last summer,

the virus spread to eight new

countries. Unless drastic meas-

ures are taken, 2008 promises

to be “disastrous,” says Peter

Mertens of the Institute for

Animal Health in Pirbright, U.K.

Belgium lost 15% of its sheep

last year, he says; if the same

Exotic Disease of Farm Animals Tests Europe’s Responses
ANIMAL DISEASE

8

8, 1

4, 1

1

2, 16, 4, 1

2, 16, 4, 9

2, 16

2, 16, 4

Bluetongue Virus
Restriction Zones

(as of 22 January 2008)

Serotypes:

AUSTRIA

ITALY

SPAIN

GERMANY

FRANCE

PORTUGAL

HUNGARY

DENMARK

POLAND

CZECH REPUBLIC

SLOVAKIA

MALTA

NETH.

BELGIUM

IRELAND

LUX.

SLOVENIA

SWITZERLAND

U.K.

Virgin territory. Northern and central Europe had never seen bluetongue before
a major outbreak of serotype 8 took off in 2006. Southern Europe is home to five
other serotypes.

�

* “Conference on Vaccination Strategy
Against Bluetongue,” 16 January.

Published by AAAS



happened in the United Kingdom, home

to 34 million sheep, “that’s a lot of dead ani-

mals.” The disaster could rival the foot-and-

mouth outbreak of 2001, he adds.

Although bluetongue vaccines are avail-

able, every strain requires its own vaccine,

and some of them carry risks. The f irst

vaccines against bluetongue were live,

attenuated viruses, many of them produced

by Onderstepoort Biological Products in

South Africa, where several serotypes of

bluetongue are endemic. Such vaccines are

made by growing a virus in cell culture or

eggs for many generations until it is weak-

ened enough not to cause disease. They are

easy and cheap to produce in large quantities.

Spain, Portugal, France, and Italy have all

used them in the past 8 years, in most cases

successfully. But a vaccine against serotype

16, which France used to battle an outbreak

on the island of Corsica in 2004, turned out to

be pathogenic and transmissible by midges.

Live vaccines have also been linked to

higher abortion rates and decreased milk

production, which is why the European Food

Safety Authority has recommended that

countries use a new generation of inactivated

(killed) vaccines. Five companies have now

developed killed vaccines against serotype 8.

Whether they can avert disaster this year

remains to be seen. Most countries have

hesitated to order massive amounts of the

vaccine. As of last week, only the United

Kingdom and the Netherlands had ordered

22.5 million and 6 million vaccine doses,

respectively, f rom In ter ve t ,  a  Dutch

company. Yet the vaccine takes some

5 months to produce, says a spokesperson for

Intervet; countries that order now won’t have

the vaccine by May, when the virus could

start rearing its head again. There could be

critical shortages—and painful questions

about how to distribute a short supply—if

countries don’t order soon, warns Declan

O’Brien, managing director of IFAH, a

Brussels-based industry group.

Countries’ slow response is a result of

bureaucratic rules—most procure vaccines

through time-consuming competitive con-

tracts—and questions about how to use the

vaccine. In theory, it’s possible to wipe

serotype 8 off the northern European map,

says Eugène van Rooij of the Central Veterinary

Institute in Lelystad, the Netherlands. But

that would require an extremely rigorous,

multiyear vaccination campaign in each

country; it’s no use for Germany to go for

elimination if, say, Switzerland and Belgium

do not. Nor is it clear that the costs of such an

operation would outweigh the benefits in

reduced disease and mortality.

Complicating matters, an elimination plan

would probably work only if vaccination

became compulsory—but farmers are

divided on that question, says Klaas Johan

Osinga, vice chair of the animal health and

welfare working group within COPA-

COGECA, an international farmer’s organi-

zation in Brussels. Although sheep farmers—

especially those in affected areas—are eager

to vaccinate, cattle farmers, who have not

been hit as hard, tend to be more wary of a

vaccination campaign.

As a result, “everybody is sort of looking

at each other,” Van Rooij says. The most

likely result is that a vaccination campaign

will aim to reduce disease rather than elimi-

nate it altogether from northern and central

Europe. Still, the European Commission

hopes to achieve at least 80% coverage, a

threshold that past experience suggests

will all but halt spread of the disease. The

commission has offered to cof inance

national vaccination campaigns, provided

they try to reach that 80% target.

Also under debate is whether countries

should consider using live vaccines if compa-

nies can’t produce enough of the killed variety.

“I wouldn’t be keen on using them,” says

Mertens. But Vincenzo Caporale of the World

Organisation for Animal Health in Paris, who

helped develop a live vaccine while at the

Istituto Zooprof ilattico Sperimentale in

Teramo, Italy, says that by ruling out such

vaccines prematurely, northern Europe is

exposing southern Europe to unnecessary risks

of serotype 8 invasion.

Even if the spread of serotype 8 is halted this

year, that may not be the end of the story. In a

2006 paper in Nature, Mertens and colleagues

proposed that global warming has created more

favorable conditions for European Culicoides

populations and the virus. That might mean the

continent is in for a lot more trouble. “There are

24 serotypes. If one of them can survive in

northern Europe, then who knows what will

arrive next,” says Mertens.   –MARTIN ENSERINK
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Go Code Orange, Labs Urged

This week, the Society for Neuroscience
released guidelines (sfn.org/animals) to help
universities and institutions protect researchers
from attacks by animal-rights extremists.
Concerned about recent incidents involving
vandalism of researchers’ homes and threats
and harassment of family members (Science,
21 December 2007, p. 1856), the society
urges research institutions to take active steps,
such as working with local police to ensure
rapid responses to attacks off campus, and
encourages university leaders to forcefully
condemn attacks when they occur. “It has all
the right elements,” says Roberto Peccei of the
University of California, Los Angeles, where
several recent attacks have occurred.    

–GREG MILLER

Coal Plant Burnt

As part of the 2009 budget request to Congress
(see p. 714), the U.S. Department of Energy
(DOE) wants to cancel a $1.8 billion coal power
plant after cost estimates nearly doubled. The
project, an industry partnership called Future-
Gen, was to demonstrate by 2012 the first-ever
coal-fired plant designed to capture carbon
dioxide from coal while producing hydrogen for
power. Now DOE, which blames the cost over-
runs on skyrocketing material and labor prices,
wants to work with industry to make several less
sophisticated plants by 2015 that will capture
CO

2
for underground storage but will not pro-

duce hydrogen. Lawmakers—including senator
and presidential candidate Barack Obama (D–IL),
who represents Mattoon, Illinois, where the plant
was to be built—will try this year to force DOE
to stick to its original plan.          –ELI KINTISCH

AIDS Research Taking Time Out

In the wake of yet more disappointing results
from human studies of AIDS vaccines last fall
(Science, 16 November 2007, p. 1048), the
U.S. National Institute of Allergy and Infec-
tious Diseases (NIAID) plans to hold a daylong
summit on 25 March to reassess how it invests
the nearly $600 million it spends annually on
the field. The summit, which will be webcast
and open to the public, came about after
14 leading AIDS researchers sent NIAID Direc-
tor Anthony Fauci a letter contending that
NIAID was investing too heavily in developing
products and should spend more of its budget
on basic research. “The real issue is the balance
that we want between discovery research and
development,” says Fauci. “We need to take a
time out and talk to people in the field.”

–JON COHEN

SCIENCESCOPE

Open your mouth. Sheep are the bluetongue
virus’s main victims.
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NEWS OF THE WEEK

MAASTRICHT, THE NETHERLANDS—If the
World Health Organization offered a
$10 billion award for a malaria vaccine,
would that persuade major pharmaceutical
companies to go after the prize? Could a
$100 million prize encourage development
of a reliable, cheap, and fast diagnostic assay
for tuberculosis? And would those monetary
awards prove to be the cheapest, or fastest,
way to achieve such medical innovations?

Provocative questions such as those
were at the core of a 2-day workshop* here
last week addressing whether prize incentives
c a n  s t i m u l a t e  t h e  c r e a t i o n  o f  n ew
drugs and therapies. For some speakers,
prizes offer a chance to spur medical research
on neglected diseases, including those that
strike people in developing nations who can
afford little health care. Others took a more
radical view: A national or global medical
prize scheme could eliminate drug patents,
stimulate drug development, and lower
escalating health care costs. “A prize is a
[research] incentive, the same way a mono-
poly is an incentive,” says James Love, direc-

tor of the think tank Knowledge Ecology
International (KEI) in Washington, D.C.

Cosponsored by KEI and UNU-MERIT,
a research and training center run jointly by
United Nations University and Maastricht
University, the workshop drew several dozen
economists, intellectual-property specialists,
public-health officials, and drug-development
experts to discuss a concept that’s attracting
more attention. For example, U.S. Senator
Bernie Sanders (I–VT) has introduced a bill,
the Medical Innovation Prize Act, written
with Love’s help, that would replace medical
patents with an estimated $80 billion annual

award fund. Although the bill is unlikely to
go anywhere now, Sanders hopes to get a
Senate hearing this year to publicize the
concept. “There is growing interest and
political feasibility for trying prizes in a vari-
ety of contexts,” says Stephen Merrill of
the U.S. National Academies, who recently
examined how the U.S. National Science
Foundation could set up a prize system to
stimulate innovation (Science, 26 January
2007, p. 446).

Prize contests have long been used to steer
efforts toward particular discoveries or techno-
logical accomplishments, and they’re becom-
ing popular again (Science, 30 September
2005, p. 2153). One well-known early success
was the British government’s 18th century
prize to find a way for seafarers to gauge longi-
tude. More recently, the $10 million Ansari X
Prize for a private, reusable, crewed spacecraft
prompted an estimated $100 million to
$400 million in space-flight research before
Burt Rutan’s SpaceShipOne won it in 2004.

Although perhaps not as prevalent as
technology competitions, medical prizes are

attracting sponsors. Pierre Chirac of
Médecins sans Frontières said at the meeting
that his group was considering an award for
the desperately needed TB diagnostic test.
And in 2006, Prize4Life, a nonprofit group
founded by a patient with amyotrophic lat-
eral sclerosis (ALS), announced a $1 million
prize for a biomarker that can track the fatal
disease’s progression—a key for any drug
development. Prize4Life hopes to launch
two more contests, including a $2.5 million
prize for a treatment that proves effective in
a common mouse model of ALS.

Such modest awards pale in comparison to
the mammoth prize system Love advocates
through the Sanders bill. Financed annually
with 0.6% of the United States’s gross domestic
product—about $80 billion at the moment—
the Sanders plan would give annual awards to
medical innovations based on the health

impact for the nation—assessed using a
measurement known as quality-adjusted life
years that gauges improvements in life
expectancy. Instead of the government grant-
ing patents to a company, a board that would
include business and patient representatives,
as well as government health officials, would
each year judge any new products and award
their developers a share of the fund. 

At the Maastricht meeting, intellectual-
property specialist William Fisher III of Har-
vard Law School argued that prize schemes
have some advantages. Patents, said Fisher,
guide medical research away from vaccines,
which may require at most a few doses per
person but arguably have the most health
impact, and toward treatments for the rich
and the development of “me-too” drugs,
copies of an already successful drug with just
enough differences to be patentable. “Prizes
can offset all three” of those biases, he says.

PhRMA, a trade group in Washington,
D.C., that represents pharmaceutical and
biotech firms, has strongly criticized the
Sanders bill as a step toward socialized

medicine. And yet it is
intrigued by new incen-
tives, if the patent system
stays intact. “It’s an inter-
esting idea to add prizes
for neglected diseases to
the existing system,”
says Shelagh Kerr of
PhRMA, who attended
the workshop. 

Prize incentives are,
however, unlikely to

sweep the medical research world. Phil-
anthropic and patient groups may offer new
awards, but governments may be more cautious.
“We’re no longer in the Longitude Prize era.
We pay scientists many millions to do
research,” says David King, former science
adviser to the U.K. government. “How do you
decide how much money to award?” adds
economist Aidan Hollis of the University of
Calgary in Canada, noting that governments
typically don’t know in advance what social
value a medical treatment will have.

The workshop itself offered an ironic
morsel of evidence that prizes are not perfect
incentives. Organizers offered a €1500 award
for the best paper on using monetary prizes to
stimulate private investment in medical
research, but no entries have been submitted
thus far. The contest has now been extended to
mid-April. –JOHN TRAVIS 

Prizes Eyed to Spur Medical Innovation
RESEARCH FUNDING

NOTABLE AWARDS AMOUNT

12,000 francs

$10 million

$4.5 million

fund

GOALS

Ease food-supply problems 

for invading armies

Private, crewed 

reusable spacecraft

Extend longevity or

slow aging of mice

WINNER

Nicolas François Appert’s
canning process (1809)

SpaceShipOne
(2004)

Multiple winners

Napoleon’s Food
Preservation Prize (1795) 

Ansari X Prize
(1995)

Methuselah Mouse Prize
(2003)

$1 million Biomarker for ALS No winners so farPrize4Life (2006)

Prize-worthy. Noting the long history of scientific
and technological prize contests, James Love argues
that a national scheme of awards for medical
innovations should replace drug patents.

* “Medical Innovation Prizes as a Mechanism to
Promote Innovation and Access,” 28–29 January.C

R
E

D
IT

: 
(I

M
A

G
E

) 
H

E
R

M
A

N
 P

IJ
P

E
R

S
/U

N
U

-M
E

R
IT

Published by AAAS



8 FEBRUARY 2008 VOL 319 SCIENCE www.sciencemag.org714

NEWSFOCUS

A Science Budget of
Choices and Chances
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In his final year, President George W. Bush has submitted a request for

2009 funding with few new wrinkles—and with probably little chance

of being adopted

Budgets are about choices, U.S. presidential
science adviser John Marburger told reporters
this week as he explained what his boss is ask-
ing Congress to support in 2009. And what
President George W. Bush has chosen for sci-
ence funding is exactly what he has requested
for the past few years: Give a big boost to agen-
cies that support the physical sciences, flat-line
basic biomedical research, and put NASA
between a rock and a hard place.

The betting in Washington is that the
Democratic Congress won’t grant a lame-
duck Republican president his wish, and
that it is likely to delay approving any part of
the Administration’s overall $3.1 trillion
budget request for the fiscal year that begins
on 1 October until after the November elec-

tions. But in the meantime, the president’s
support for some disciplines at the expense
of others has left science lobbyists uncertain
about how to react. As Robert Berdahl, pres-
ident of the 62-member Association of
American Universities, puts it: “Question:
Is the president’s [2009] budget good or bad
for the vital research and education that is
performed by America’s research universi-
ties? Answer: Yes.”

The big winners are the three agencies
that are part of what the Bush Administration
has labeled the American Competitiveness
Initiative (ACI). The $6 billion National
Science Foundation (NSF) would receive a
13.6% jump, the Department of Energy’s
(DOE’s) $4 billion Office of Science would get

a 17.5% hike, and the $500 million core
research programs at the National Institute of
Standards and Technology (NIST) would get a
22% bump. The large boosts compensate for
double-digit increases that were in the cards for
all three agencies in 2008 until a last-minute
budget deal erased most of their gains (Science,
4 January, p. 18), prompting the early termina-
tion of some experiments and scheduled lay-
offs at two DOE national laboratories.

There is bipartisan agreement about the
value of a healthy science budget. “The presi-
dent is right that basic research included in his
American Competitiveness Initiative (ACI) is
important to our economy and our future,” says
Representative Bart Gordon (D–TN), chair of
the House Science Committee. But Gordon is
very unhappy with some of the choices made
along the way, including what he sees as
miserly increases in several education pro-
grams at NSF, the lack of proposed funding for
a new high-risk research agency at DOE that
he championed, and the Administration’s
repeated attempts to eliminate technology and
manufacturing programs at NIST.

Biomedical organizations lament not just
the lost research opportunities but also the
impact on the next generation of scientists.
“This is a real deterrent for any young investi-
gators who were holding out hope that bio-
medical research was a viable career path,”
says Robert Palazzo, president of the Federa-
tion of American Societies for Experimental
Biology in Bethesda, Maryland. “They have
their answer today.”

Marburger disagrees that a flat budget
means a gloomy future for biomedical
researchers. “Frankly, I think that an argument
can be made that better management [of NIH]
can bring about much better productivity even
with flat resources,” he says. “The private sec-
tor does it all the time.” And he says that those
who advocate 6% annual growth for NIH to
capitalize on its 5-year doubling that ended in
2003 will have to wait their turn. “It will be
necessary to increase biomedical research in
the future, but it’s important that we first fix
this problem in the physical sciences.”

AGENCY

† Includes $300 million for Global AIDS Fund.
‡ Due to an accounting change from the 2008 budget.

* Excludes earmarks.

FY 2007 FY 2008
(all figures in $ millions) 

FY 2009 
(request)

NASA—Science 4,610 4,706 4,442 +1%‡

% CHANGE

National Institutes of Health† 29,137 29,465 29,465 +0.0%

National Science Foundation

Research

Education

5,916

4,758

696

6,032

4,821

725

6,854

5,593

790

+13.6%

+16.0%

+8.9%

Department of Energy—Science 3,797 4,018 4,722 +17.5%

Defense Department

Basic research*

DARPA*

1,525

2,908

1,450

2,959

1,699

3,286

+17%

+11%

U.S. Geological Survey—Research 564 583 545 –6.5%

Department of Commerce

NIST core labs

NOAA research

493

564

520

585

634

582

+22%

–0.5%

EPA—Science 561 542 550 +1.5%

FDA (includes user fees) 2,008 2,270 2,400 +5.7%

CDC—Overall 6,060 6,124 5,691 –7.1%

USDA—Competitive research 190 191 257 +34.6%
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Not all the physical sciences are treated
equally in the president’s 2009 budget, how-
ever. The head of research and engineering
at the Defense Department, John Young,
successfully lobbied the White House for a
17% boost in basic science, to $1.7 billion,
after activists complained that the military
shouldn’t have been left out of the 3-year-old
ACI. But NASA’s science chief, Alan Stern,
didn’t fare nearly as well: His $4.6 billion port-
folio received only a 1% increase.

Despite the negligible growth, Stern sees
room for a long-stalled mission to the outer
planets as well as an ambitious multibillion-
dollar flight to retrieve a sample from the sur-
face of Mars. Agency officials hope to decide
by the end of this year whether to send the
outer-planets spacecraft to the Jupiter or Sat-
urn system by the end of the decade. Past plans
to send a large robot to Jupiter’s moon
foundered on high cost estimates that proved
beyond NASA’s means, and Stern says the
Mars community may have to forgo other mis-
sions if it wants to focus on a sample return.

The moon also shines brightly in Stern’s
effort to encourage lower cost missions. One
payload set to orbit in 2011 would study the
moon’s atmosphere for a mere $100 million.
But these and other missions will never get off
the ground, he warns, unless project managers
keep a tight rein on costs.

A similar policy of no cost overruns at NSF
has left a $331 million Ocean Observatories
Initiative high and dry after it was pulled from
the queue of major new facilities pending a
final review later this year. “It was a big sur-
prise to us,” says Steven Bohlen of the Consor-
tium for Ocean Leadership. “NSF had given us
every indication that we were ready to go” after
the agency completed a preliminary review of
the project in December. NSF Director Arden
Bement says it’s impossible to know a project’s
true costs until all aspects have been vetted,
although he admits that delays will inevitably
drive up the price. “It’s a balancing act,” he says.
“We also need to follow our rules.”

For NIH Director Elias Zerhouni, the first
rule is “for NIH to keep its pipeline of new
investigators up.” He says his proposed 2009
budget should allow him to achieve that goal
even if it means a slight drop in success rates for
grant applications. And speaking as the head of
an agency treading water, he reminds his con-
stituents that the situation could be worse: The
overall discretionary budget for NIH’s parent
agency, the Department of Health and Human
Services, declines by 3.1% in the president’s
request. Small consolation, indeed.

–JEFFREY MERVIS

With reporting by Yudhijit Bhattacharjee, Jennifer

Couzin, and Andrew Lawler.
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A Broken Record? 

When you’re hungry, it can be hard to remember an earlier era of plenty. And meager rations are
more difficult to swallow if they come after promises of a feast. U.S. researchers may well be feeling
such nutritional ambivalence as they ponder the Bush Administration’s legacy toward science.

When presidential science adviser John Marburger proclaimed this week that the president’s
2009 budget request to Congress (see main text) was “wonderful” for science, it marked the sev-
enth consecutive year that he has delivered the same verdict. But the facts he used to buttress
his argument in 2008 are quite different from those he marshaled in 2001 after George W. Bush
took office. 

One constant is that each year the overall request for federal research and development (more
than half of which goes to developing weapons) sets a record—at the same time the rest of the
domestic budget is being reined in. The 2009 request of $147 billion is up from $95 billion in the
2002 request. But the ingredients have changed, especially within the $29 billion for basic research.

The centerpiece of the president’s first research budget was a 14% hike at the U.S. National
Institutes of Health (NIH); in contrast, the U.S. National Science Foundation (NSF) was given only
a 1.3% increase, and the U.S. Department of Energy’s (DOE’s) Office of Science was slated for a
reduction. Fast-forward to the 2009 request, and it’s DOE and NSF laying claim to double-digit
increases, with NIH standing pat. In fact, the physical sciences were out of favor until the presi-
dent’s 2007 budget request packaged large increases for NSF, DOE science, and the National Insti-
tute of Standards and Technology under the rubric American Competitiveness Initiative.

If enacted by Congress, the request for NIH would mark its sixth year of declining budgets in real
terms after a 5-year doubling that ended in 2003. That turnabout has led to prolonged howls from
a biomedical community wondering if it might have been better off with steady increases rather than
a cycle of boom and bust. And the big proposed boosts for NSF and DOE, although welcomed, don’t
erase the sting from a string of broken promises by the Administration and Congress—made first to
NSF in 2002 and then to both agencies last summer—to put their budgets on the same doubling
path that NIH enjoyed.

In fact, NSF’s budget this decade may be a microcosm of how science as a whole has fared dur-
ing the Bush years. After a windfall at the end of the Clinton Administration, NSF recorded solid
gains for three straight years before suffering a drop in fiscal year 2005. Apart from a last-minute
boost last year after the new Democratic majority took office, NSF’s budget in the second Bush term
has lost ground to inflation.

Republicans and Democrats alike say they want to do better. But until those words are replaced
with new dollars, science agency officials will hope for the best while they prepare for the worst.

–JEFFREY MERVIS
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Feast and famine. Overall federal spending on research hasn’t kept up with inflation
since 2004 despite the continuing growth of the budget in current dollars. 
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Near-Term Energy Research Prospers
Business is booming at the U.S. Department of Energy’s National Renewable
Energy Laboratory (NREL) in Golden, Colorado, DOE’s flagship facility for
greening the nation’s energy supply. Its budget has skyrocketed by 80% in the
past 2 years, to $378 million. In addition to hiring more than 100 scientists,
the lab has launched programs to integrate windmills into the nation’s electri-
cal grid, broadened work to facilitate solar panel manufacturing, and beefed
up its biofuels research. “Everybody’s busy; we’re expanding,” says Robert
Thresher, who manages the lab’s wind energy science program. 

Although the president’s 2009 request would keep research dollars at NREL
steady, its recent rapid growth reflects the strong support in Congress for
research aimed at tackling global warming by making near-term adjustments
to the country’s existing energy sources. NREL gets most of its money from
DOE’s $1.5 billion office of Energy Efficiency and Renewable Energy (EERE),
which has received boosts of 27% and 18% in the past 2 years. At the same
time, legislators have rejected increases of similar magnitude requested for
the past 2 years by the president for DOE’s $4 billion Office of Science, which
typically funds research that is less likely to provide immediate answers to the
nation’s energy problems. Undeterred, President George W. Bush has asked for
17.5% more for the Office of Science in his 2009 budget.

“I’m happy that EERE got a big boost [in 2008], but there are mid- and
longer term research priorities that need to be attended to,” says Nobelist
Steven Chu, director of Lawrence Berkeley National Laboratory in California.
Other energy researchers also lament the zeroing out in 2008 of a $150 mil-

lion contribution to the $6 billion International Thermonuclear Experimental
Reactor being built in Cadarache, France. The project, to design and build a
prototype fusion reactor, represents a field whose goal of a cheap, sustainable
source of energy has remained stubbornly out of reach for decades.

Filling the hopper. The National Renewable Energy Laboratory is expanding
work on biofuels.

While the budget of the U.S. National Insti-
tutes of Health (NIH) has languished for the
past 5 years, one piece of the $29.3 billion
agency—the NIH Roadmap—has taken off.
Since its creation in 2003, the transinstitute
initiative has grown to a half-billion-dollar-a-
year program. And the Roadmap, which gets
an 8% bump in NIH’s 2009 request from Pres-
ident George W. Bush (see main text), remains
Director Elias Zerhouni’s signature effort to
give patients a better chance of enjoying the
fruits of basic research.

Some biomedical researchers love the
Roadmap’s emphasis on tools, translational
research, and the opportunity to collaborate
and stretch their wings. Others slam it,
claiming it takes funding away from single-
scientist, hypothesis-driven research. Con-
gress has embraced the idea as a way to give
the NIH director more control over the 27
institutes and centers by making it a perma-
nent part of the agency.

The Roadmap has three main compo-
nents—basic science, clinical, and research
teams—comprising some 40 programs. They
range from interdisciplinary training grants to
the Molecular Libraries Initiative, a major
project to develop chemical probes. The latter,
says Elizabeth Wilder, acting associate direc-
tor of the NIH Office of Portfolio Analysis and
Strategic Initiatives, is an example of some-
thing whose “scope and size” exceeded the
budget of the National Institute of General
Medical Sciences, which otherwise might be a
good home for it. The Roadmap is meant to be
an incubator for projects that would eventually
be adopted by an institute or terminated.

Supporters say some of the Roadmap’s
technology-intensive projects are already pay-
ing off. The 10 teams involved with the molec-
ular libraries have found dozens of useful
probes for studying basic biology and disor-
ders such as Gaucher disease and schistosomi-
asis, says pharmacologist Bryan Roth of the

University of North Carolina, Chapel Hill,
who was part of a review panel last year. The
effort has also set an example for other aca-
demic screening programs.

Some researchers have questioned the
Roadmap’s emphasis on big biology at the
same time success rates for individual
investigator-initiated R01 grants have plum-
meted. Zerhouni’s answer is that the
Roadmap constitutes only 1.8% of NIH’s
budget, that it funds many R01s, and that it
has not shifted funds away from unsolicited
research grants.

Other Roadmap pieces include the Pioneer
Awards, given out on the basis of the track
record of an investigator rather than for a spe-
cific project. Although the program has won
praise for channeling a sliver of NIH’s budget
into high-risk research, the selection process
was tweaked after women were shut out of the
first round of nine winners (Science, 22 October
2004, p. 595). Other Roadmap ideas have
required honing, too. NIH solicited proposals
for translational research centers, for example,
before deciding to use the money instead to
revamp its clinical research support program.

In 2006, when Congress reauthorized
NIH’s programs, it enshrined the Roadmap by
including language creating a permanent
“common fund.” But the law caps the fund’s
size at 5% of the overall NIH budget and lim-
its its annual rise to no more than the rate of
biomedical inflation.

–JOCELYN KAISER

NIH Hopes for More Mileage From Roadmap
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In his last year in office, President George W.
Bush wants Congress to beef up what scien-
tists have called an anemic federal effort to
scan Earth’s atmosphere, land, and oceans
from space. That’s cheered researchers who
rely on satellite-based remote sensing for a
variety of studies, including monitoring
global change, although they say more needs
to be done.

The 2009 budget requests for NASA and
the National Oceanic and Atmospheric
Administration propose two new satellites to
quantify soil moisture and ice sheets and the
proposed restoration of instruments removed
from  the troubled National Polar-orbiting
Operational Environmental Satellite System
(NPOESS) program (Science, 31 August

2007, p. 1167). They closely follow several
recommendations of the decadal study on
earth observing issued last year by the
National Research Council (NRC) of the
U.S. National Academies, which called on
the government to commit roughly $7 billion
through 2020 to “renew its investment in
Earth-observing systems.”

Overall, NASA wants to spend $910 mil-
lion over 5 years on five missions culled
from a list of 15 in the decadal survey, with
$103 million proposed for 2009. They’ve
named two: a Soil Moisture Active-Passive
mission, proposed for a 2012 launch, to help
quantify soil’s role in the global carbon cycle
and help predict landslides, and ICESat-II, for
2015, which would measure the depth of ice

sheets—crucial to calculate and forecast sea-
level rise and forest canopy heights. NASA
hasn’t determined how much it will spend on
each. In all, it’s “a solid down payment on the
recommended program,” says biogeochemi-
cal modeler Berrien Moore of the University
of New Hampshire, Durham, co-chair of the
survey. “Looks like they listened to us some-
what,” says climate modeler Warren Washing-
ton of the National Center for Atmospheric
Research in Boulder, Colorado. Even so, fel-
low NRC panel co-chair Richard Anthes of the
University Corporation for Atmospheric
Research, also in Boulder, notes that NASA’s
proposed funding levels for Earth sensing are
less than half the decadal recommendations.

Scientists are also applauding the Admin-
istration for beginning to address the impact
of changes to NPOESS made when the Penta-
gon restructured the program in 2006.
Agency officials said last week that they want
to restore, at least in part, three of six sensors
that had been stripped from the $12.5 billion
program. The most recent step involves a sen-
sor that would measure the reflected radiation
from Earth, a crucial factor in quantifying
global warming (ScienceNOW, 1 February).
Agency officials propose replacing that sen-
sor with a slightly less capable one for a pilot
mission, called NPP, that is set for launch in
2010. “NPP’s become a gap f iller,” says
David Ryan of Northrop Grumman, which is
building NPOESS. 

–ELI KINTISCH
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Most scientists believe that the United States should invest in both near-
term research on existing energy sources and long-range research to develop
new ones, and DOE Under Secretary for Science Raymond Orbach says that
Congress is making a mistake by not recognizing the importance of both
approaches. “Without transformational [basic] discoveries, we don’t have a
very hopeful future” in energy, he says.

Aides on Capitol Hill say that Congress wound up embracing near-term
energy projects because it was the right thing to do—and because legislators
allocated limited funds to the most pressing needs. “There was no thinking
‘Oh, we’re doing this in solar, but we’re not doing that,’ ” says an aide to
Representative Pete Visclosky (D–IN), chair of the House panel that funds DOE.
Emphasizing near-term over long-range research was difficult, says the aide,
but it was a “conscious priority decision when you’re in an energy crisis.” The
aide noted that U.S. government spending on applied energy research is only
40% of 1978 levels.

Legislators last year did agree to protect DOE’s down payment on three
$125 million bioenergy centers that combine academic-style genomic studies
with industrial chemical engineering to find new biofuels. (DOE wants $75 mil-
lion more for them in 2009.) And Orbach has reintroduced a program intended
to bridge the divide—proposing $100 million in collaborative, multiscientist
basic research funds in areas including energy storage, solid state lighting,
and the computational analysis of underground CO

2
—after canceling it when

his 2008 budget fell far short of expectations (Science, 1 February, p. 554).
One likely flash point in the 2009 budget is the Advanced Research Projects

Agency–Energy, which an influential 2005 National Academies’ panel recom-
mended as a way to support “out-of-the-box transformational research” in
energy. Congress created the office last year, but DOE didn’t request any
money for it in 2009, as Orbach says the work would be “duplicative.”
Although he’s not an appropriator, House Science and Technology committee
chair Bart Gordon (D–TN) has pledged to push for 2009 funding for what he
sees as a “small but aggressive” agency.

Although DOE spends $4 on long-term, fundamental physical science for
every $3 on near-term, more applied energy research, the Bush Administration
made a failed attempt to grow the latter in this week’s budget request. Science

has learned that the White House quietly asked DOE staff last summer to pro-
pose a roughly $500 million research initiative that could be packaged as
DOE’s contribution to climate change. What DOE submitted called for, among
other things, innovations for existing and futuristic coal and nuclear plants,
CO

2
sequestration studies, and expanded efforts to develop renewables.

In the end, however, White House budget officials slashed it by $343 mil-
lion after questioning DOE’s argument that research in coal and nuclear was
likely to result in the biggest payoff in reducing carbon emissions. The Office
of Management and Budget’s funding levels “severely undermine … the Pres-
ident’s stated policy on climate change,” shot back Energy Secretary Samuel
Bodman in a punchy 29 November 2007 letter. In the end, the White House
put $200 million of DOE’s increase into coal research and kept funding flat for
renewables. Those levels “will help achieve a more secure and reliable energy
future,” says Bodman. –ELI KINTISCH

Better sense. A pilot satellite to

be launched in 2010 will carry key

climate sensors.

Earth Gets a Closer Look
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These are bright days for backers of solar
power. The exuberance that previously
pumped up dot-coms and biotech compa-
nies migrated in 2007 to solar energy, one
of the hottest sectors in the emerging mar-
ket for clean energy. Last year, solar energy
companies around the globe hauled in
nearly $12 billion from new stock offer-
ings, loans, and venture capital funds. And
although the markets have taken a bath in
recent weeks due to investor fears about a
coming recession in the United States,
enthusiasm for solar’s future remains
strong. The industry is growing at a whop-
ping 40% a year. And the cost of solar
power is dropping and expected
to rival the cost of grid-powered
electricity by the middle of the
next decade (see figure, right).

Still, there are clouds over-
head. Solar power accounts for
only a trivial fraction of the
world’s electricity. Silicon solar
panels—which dominate the
market with a 90% share—are
already near their potential peak
for converting solar energy to
electricity and thus are unlikely
to improve much more. A typi-
cal home’s rooftop loaded with
such cells can’t produce enough
power to meet the home’s
energy needs. That limitation

increases the need for large-scale solar
farms in sunny areas such as the American
Southwest, which are far from large popu-
lation centers. The bottom line is that the
future of solar energy would be far brighter
if researchers could make solar cells more
efficient at converting sunlight to electric-
ity, slash their cost, or both.

That’s just what a new generation of
solar-cell technologies aims to do. A raft of
those technologies was on display here*

late last year, as researchers reported how a

broad array of recent advances in chem-
istry, materials science, and solid state
physics are breathing new life into the field
of solar-energy research. Those advances
hold out the promise of solar cells with
nearly double the efficiency of traditional
silicon-based solar cells and of plastic ver-
sions that cost just a fraction of today’s
photovoltaics (PVs). “It’s a really exciting
time [in solar energy research],” says
chemist David Ginger of the University of
Washington, Seattle.

In the past few years, Ginger and others
point out, solar researchers have hit upon
several potential breakthrough technolo-
gies but have been stymied at turning that
potential into solar cells able to beat out
silicon. “The next couple of years will be
important to see if we can overcome those
hurdles,” Ginger says. Although most of
these novel cells are not yet close to com-
mercialization, even one or two successes
could dramatically change the landscape of
worldwide energy production.

Minding the gap
Beating silicon is a tall order. Although the
top lab-based silicon cells now convert
about 24% of the energy in sunlight into
electricity, commercial cells still reach
only 15% to 20%. In such traditional solar
cells, photons hitting the silicon dump
their energy into the semiconductor. That
excites electrons, kicking them from their
staid residence in the so-called valence
band, where they are tightly bound to
atoms, into the higher-energy conduction
band, where they lead a more freewheeling
existence, zipping through the material
with ease. But if  photons don’t have
enough energy to push electrons over this
“band gap,” the energy they carry is lost as
heat. So is any energy photons carry in
excess of the band gap. Given the sun’s
spectrum of rays and the fact that only cer-
tain red photons have the amount of energy
that closely matches silicon’s band gap,
single silicon cells can convert at most
31% of the energy in sunlight into electric-
ity—a boundary known as the Shockley-
Queisser limit.

Engineers can boost the eff iciency
with a number of conventional strategies.
One is to layer several light-absorbing
materials that capture different portions
of the solar spectrum—for example, by
having one cell that absorbs mostly blue
photons, while others absorb yellow and

Can the Upstarts Top Silicon?
Several nascent technologies are improving prospects for turning the sun’s rays into
electricity. The success of any one of them could mean a big boost for solar power

SOLAR ENERGY
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Decreasing Cost Per Watt of Solar Cells

Heading for parity. Solar electricity still costs about five times as

much as electricity from coal. But many experts expect economies

of scale could close the gap by 2015.

Gold standard. Silicon solar cells dominate the

market, but new competitors are rising fast.

* Materials Research Society meeting, Boston, Massa-
chusetts, 26–30 November 2007.

Published by AAAS



www.sciencemag.org SCIENCE VOL 319 8 FEBRUARY 2008 719

C
R

E
D

IT
S

: 
M

A
R

T
Y

 C
A

IV
A

N
O

/D
A

IL
Y

 C
A

M
E

R
A

; 
(I

N
S

E
T

) 
A

. 
N

O
Z

IK
NEWSFOCUS

red photons. But such “tandem” cells are

expensive to produce and thus are cur-

rently used primarily for high-end appli-

cations such as space flight.

But there may be other ways to capture

more energy from the sun. One strategy

that has drawn a lot of attention in recent

years is to find materials that generate mul-

tiple electronic charges each time they

absorb a photon. Traditional silicon solar

cells generate just one. In them, a layer of

silicon is spiked with impurity atoms so

that one side attracts negatively charged

electrons, while the other attracts positively

charged electron vacancies, known as

holes. Most light is absorbed near the junc-

tion between the two layers, creating elec-

trons and holes that are immediately pulled

in opposite directions.

In 1997, however, chemist Arthur Nozik

of the National Renewable Energy Labora-

tory (NREL) in Golden, Colorado, and col-

leagues predicted that by using tiny nano-

sized semiconductor particles called quan-

tum dots to keep those opposite charges ini-

tially very close together, researchers could

excite two or more electrons at a time. A

paired electron and hole in close proximity,

they reasoned, increases a quantum-

mechanical proper ty known as the

Coulomb interaction. The greater this inter-

action, the more likely it is that an incom-

ing energetic photon with at least twice the

band-gap energy will create two electron-

hole pairs with exactly the energy of the

band gap—instead of one electron-hole

pair with excess energy above the band gap,

the other possible outcome that quantum

mechanics allows. At least that’s how

Nozik and his colleagues see it. Several

other models of multiple-electron excita-

tion exist, and theorists are still debating

just what is behind the effect.

Four years ago, researchers led by Victor

Klimov of Los Alamos National Labora-

tory in New Mexico reported the first spec-

troscopic evidence showing that multiple

electron-hole pairs, known as excitons,

were indeed generated in certain quantum

dots. Nozik’s team and others have since

found the same effect in silicon and other

types of quantum dots. And according to

calculations by Nozik and NREL colleague

Mark Hanna, the multiple exciton genera-

tion (MEG)–based solar cells hit with

unconcentrated sunlight have a maximum

theoretical efficiency of 44%. Using spe-

cial lenses and mirrors to concentrate the

sunlight 500-fold, they predicted, could

boost the theoretical eff iciency to about

80%—twice that of conventional cells hit

with concentrated sunlight.

But reaching those higher efficiencies

isn’t easy. “One big hang-up is that no one

has yet shown that you can extract those

extra electrons,” Nozik says. To harvest

electricity, researchers must f irst break

apart the pairs of electrons and holes, using

an electric field across the cell to attract the

opposite charges. That must happen fast, as

electrons in excitons will collapse back into

their holes within about 100 trillionths of a

second if left side by side. If those charges

can be separated, they must hop between

successive quantum dots to find their way

to an electrode, again without encountering

an oppositely charged counterpart along

the way. Unfortunately, the organic chemi-

cal coatings used to keep quantum dots sta-

ble and intact push the particles apart from

one another, slowing down the charges.

Still, Nozik’s group seems to be making

progress. At the Materials Research Soci-

ety meeting, Nozik reported preliminary

results on solar cells made with arrays of

lead selenide quantum dots. In such cells, a

layer of quantum dots, and their organic

coats, is spread between two electrodes.

According to Nozik, spectroscopic studies

indicate that two or three excitons are gen-

erated for every photon the dots absorb.

And the researchers managed to separate

the charges and get many of the electrons

out, boosting the eff iciency of the solar

cells to about 2.5%, up from 1.62% from

previous MEG-based cells.

To boost that efficiency further, Nozik

says, one key will be to pack quantum

dots closer together and in more regular

arrays, making it easier for electronic

charges to hop from one dot to the next to

the electrodes where they are collected.

Nozik’s group is already experimenting

with strategies for doing that, such as

shrinking the organic groups that coat

each dot and keep them separated from

one another. Another needed improve-

ment will be to find quantum dot materi-

als better at generating multiple excitons.

Nozik’s lead selenide dots, for example,

must  be hi t  with about  2 .5 t imes the

energy of a sin-

gle excited elec-

tron to generate

two excitons, mean-

ing that extra energy is

wasted. In the November 2007 issue of

Nano Letters, however, Klimov and his

colleagues reported that dots made from

indium arsenide generate two excitons

almost as soon as the energy of the incom-

ing photons exceeds twice the band gap.

Other groups are hoping to use quantum

dots as steppingstones to cross the band

gap in conventional semiconductor materi-

als. The idea is to seed a semiconductor

with an array of quantum dots, which will

absorb photons that have too little energy

to raise electrons above the band gap. The

photons would excite electrons in the

quantum dots to an intermediate level

between the valence and conduction

bands, then a hit from a second low-energy

photon would boost them the rest of the

way into the conduction band.

New generation. Art Nozik
believes arrays of quantum 
dots (inset) could lead to highly
efficient solar cells.
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Theoretical work by Antonio Luque of

the Universidad Politécnica de Madrid in

Spain suggests that such cells could

achieve a maximum eff iciency of 63%

under concentrated sunlight. But here, too,

the potential has been hard to realize. In

practice, adding quantum dots to materials

such as an alloy of gallium arsenide seems

to cause more losses than gains; the quan-

tum dots also seem to attract electrons and

holes and promote their recombination,

thus losing the excess energy as heat.

Last year, Stephen Forrest and Guodan

Wei, both of the University of Michigan,

Ann Arbor, suggested a way around that

problem: designing energetic barriers into

their solar cells that discourage free

charges from migrating to the quantum

dots. At the meeting, Andrew Gordon

Norman of NREL reported that his team

has managed to grow such structures. The

cells didn’t outperform conventional GaAs

cells, because too few quantum dots were

packed into the structure to absorb enough

low-energy photons to offset recombina-

tion losses. But Norman says he’s working

on solving that problem. 

A silver lining
Many of the approaches to boosting the

efficiency of solar cells require expensive

materials or manufacturing techniques, so

they are likely to increase capital costs.

Some groups are exploring low-cost alter-

natives: light-absorbing plastics or other

organic materials that can be processed

without the expensive vacuum deposition

machines most inorganics require. Unfor-

tunately, organics waste much of the

incoming light because they typically

absorb only a relatively narrow range of

frequencies in the solar spectrum. The key

to boosting their efficiency, some groups

believe, could be precious metals.

A layer of tiny silver or other metal

nanoparticles added to a solar cell encour-

ages an effect known as surface plasmon

resonance, in which light triggers a collec-

tive excitation of electrons on the metal’s

surface. This causes the nanoparticles to

act like antennas, capturing additional

energy and funneling it to the active layer of

the material to excite extra electrons (see

figure). At the meeting, electrical engineer

Peter Peumans of Stanford University in

Palo Alto, California, reported that when he

and his colleagues added a layer of silver

nanoparticles atop a conventional organic

solar cell, they increased the efficiency of

the device by 40%. Even though the overall

efficiency of Peumans’s devices is still dis-

mally low—less than 1%—Ginger says the

big jump in efficiency is “very promising.”

Peumans notes that the silver nanoparti-

cles work best when placed at the interface

between two semiconducting layers in

organic solar cells, one of which preferen-

tially conducts electrons, the other, holes.

In organic solar cells,  excitons must

migrate to just such an interface so that

they can split into separate charges, which

are then steered to opposite electrodes.

Other researchers have found in recent

years that they can increase the efficiency

of their organic solar cells by expanding the

surface area of this interface. Instead of

having flat layers lying atop one another

like pages in a book, they create roughened

layers that interpenetrate one another, a

configuration known as a bulk heterojunc-

tion. Last year, researchers led by physicist

Alan Heeger of the University of Califor-

nia, Santa Barbara, reported that they could

use low-cost polymers to create tandem

bulk heterojunction solar cells with an

overall energy conversion eff iciency of

6.5% (Science, 13 July 2007, p. 222). At the

time, Heeger said that he expected that fur-

ther improvements to the cells would pro-

pel them to market within 3 years.

Researchers are pursuing several strate-

gies to improve these cells. One approach

that may pay off down the road, Peumans

says, is to incorporate metal nanoparticles

into the random surface in these solar cells.

That’s not likely to be easy, he adds. But it

may be possible to outfit the nanoparticles

with chemical tethers that encourage them

to bind to tags designed into the interface

of the material. In theory, Peumans says,

that would offer researchers the best of

both worlds.

In addition to improving solar cell effi-

ciencies, researchers and companies are

also working on a host of technologies to

make them cheaper. Nanosolar in San Jose,

California, for example, has spent millions

of dollars perfecting a new roll-to-roll man-

ufacturing technology for making solar

cells from thin films of copper indium gal-

lium selenide atop a metal foil. Although

they haven’t reported the efficiency of their

latest cells, they began marketing them in

December 2007. Konarka, another roll-to-

roll solar cell company in Lowell, Massa-

chusetts, is working on a similar technol-

ogy with plastic-based PVs. Other groups,

meanwhile, are pushing the boundaries on

everything from replacing quantum dots

with nanowires that can steer excited

charges more directly to the electrodes

where they are harvested to using modified

ink-jet printers to spray films of quantum

dots and other solar-cell materials.

For now, there appears to be no shortage

of ideas about creating new high-efficiency,

low-cost cells. But whether any of these

ideas will have what it takes to beat silicon

and revolutionize the solar business remains

the field’s biggest unknown. “There are a

lot of ways to beat the Shockley limit on

paper, but it’s difficult to realize in the real

world,” Nozik says. So far, it’s not for want

of trying.

–ROBERT F. SERVICE

Better reception. In an organic solar cell, sunlight frees an electron (–) and an electron vacancy, or hole (+),
which migrate to the border between different materials and then to oppositely charged electrodes (left).
Adding metal nanoparticles (right) increases the light absorption and the number of charges generated. 
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WASHINGTON, D.C.—The untrained eye

might have trouble distinguishing the latest

images from Mercury—released last week at

a NASA press conference here—from count-

less images of Earth’s moon, but don’t tell

that to Sean Solomon. Mercury “was not the

place we expected,” says Solomon, principal

investigator of the MESSENGER mission to

Mercury. “It was not the moon.” The first

close look at the innermost planet in 33 years

and the f irst look ever at one-third of it

revealed a new side to the innermost planet:

much more volcanism than seen before,

deeply excavating impact craters, and—

unique in the solar system—“The Spider.”

The Mariner 10 spacecraft last flew by

Mercury in 1975, returning images suggest-

ing that lava once flowed across the surface,

at least in places. But volcanism “wasn’t

accepted by everyone,” says imaging team

member Louise Prockter of Johns Hopkins

University’s Applied Physics Laboratory in

Laurel, Maryland. Now, “there’s very little

doubt there has been widespread volcanic

resurfacing of Mercury.” She pointed to

impact craters hundreds of kilometers across

with floors so smooth that they must have

been partially filled by lava (below, left, dou-

ble pair in lower left; below, right, concentric

pair lower right). Team member Robert

Strom of the University of Arizona, Tucson,

also found that the side of Mercury seen by

Mariner 10 turns out to be more heavily

cratered by impacts than the side seen for the

first time by MESSENGER. That means that

lava has flooded the MESSENGER side even

more extensively than the other side.

“There’s been a lot of volcanic activity on

Mercury,” says Strom.

The moon has its volcanic flooding,

too—witness the dark “seas,” or maria,

that shape the man (or woman) in the

moon—but MESSENGER found a

mercurial variation on such light-

dark patterning. Caloris is a huge—

1550-kilometer-wide—impact basin

glimpsed by Mariner 10 but now

seen in its entirety by MESSENGER

(left, in false color, brighter spot in

upper right of disk). On the moon,

such giant impact basins were often

filled with dark lava to form maria, but

Caloris has the opposite pattern. Its inte-

rior is lighter and is surrounded by a darker

ring. Perhaps the Caloris impact excavated

deep, lighter-colored rock and left it at the sur-

face without flooding it with lava, says

Solomon, director of the Carnegie Institution

of Washington’s Department of Terrestrial

Magnetism in Washington, D.C. Including

smaller craters with distinctive dark rims,

“we’ve got a variety of natural drill holes into

Mercury’s interior,” says Solomon.

Then there’s The Spider (below, center).

More than 50 troughs radiate from near the

center of Caloris where a 40-kilometer-wide

crater has formed. Whether the crater has

anything to do with the radiating troughs,

Prockter can’t say; no one has ever seen any-

thing like The Spider. One possibility is that

the formation of Caloris somehow created a

plume of molten rock that rose beneath the

basin’s center, bulging the basin floor

upward and cracking the crust to form the

troughs. The crater would then have been an

accidental impact. MESSENGER returns in

October for another look at Mercury on its

way to entering orbit in 2011.

–RICHARD A. KERR
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MESSENGER
Flyby Reveals
A More Active
And Stranger
Mercury
It seems there’s more than one way
for a big chunk of rock to evolve

PLANETARY SCIENCE

New views. MESSENGER revealed craters smoothed by volcanic flooding (left and right) and a cryptic feature dubbed The Spider (center).C
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BERKELEY, CALIFORNIA—The foggy, eucalyptus-
studded hills above the San Francisco Bay
are a world away from the African savanna,
but the spotted hyenas that live here seem
content. On a recent afternoon, they excit-
edly jostled one another to get a better
look—and sniff—at some visitors passing
by their enclosure at the Field Station for
the Study of Behavior, Ecology, and Repro-
duction at the University of California (UC),
Berkeley. Pink tongues darted through the
chainlink fence to lick a keeper’s out-
stretched hand. “These animals really get to
you,” she says. “It doesn’t take long for your
heart to be stolen.”

Long maligned in myths and movies as
dangerous freeloaders with a high-pitched
giggle, spotted hyenas are in fact intelligent
animals with fascinating biology and behav-
ior, says Stephen Glickman, a psychologist
and integrative biologist at UC Berkeley and
director of the field station, home to the only
captive hyena research colony in the world.
Since establishing the colony in 1985,
Glickman has worked hard to repair the rep-
utation of his charges and to attract the inter-
est of other scientists. 

Many have been hooked by the unique
reproductive anatomy of the female spotted
hyena: She sports an elongated clitoris roughly
the size of the male’s penis, through which she
urinates, mates, and gives birth. Why this
structure evolved, how it develops in the
embryo, and what it might have to do with the
female’s dominant status in hyena society are
among the questions that intrigue biologists.
The animals also have digestive and immune

systems that enable them to swallow chunks of
bone that would give a lion indigestion and to
feast on rotted, anthrax-ridden carcasses with
no ill effects.

Other researchers say that by virtue of
his enthusiasm and easygoing manner,
Glickman has created a remarkably diverse
network of scientists who use the hyena
colony to pursue such questions. “You’ve got
a dozen or more senior investigators across
the entire range of biological sciences collab-
orating without any kind of formal arrange-
ment,” says Elihu Gerson, an independent
San Francisco–based sociologist who is
studying the dynamics of the collaboration.
“It’s extraordinarily unusual.” 

But that collaboration now faces an uncer-
tain future. Last fall, the U.S. National Institute
of Mental Health (NIMH), which funded the

colony for 22 years through an R01 grant to
Glickman, did not renew his grant. Despite
positive comments about the project’s recent
work, the priority score was too low. “The
basic problem is that there’s no precedent I
know of for a research grant with the number
of collaborators we have and the variety of
projects,” Glickman says. An emergency
$200,000 grant from the U.S. National Science
Foundation (NSF) will keep the colony going
for another 15 to 18 months while he and col-
leagues look for a longer term solution. Mean-
while, he’s had to downsize the colony by
about a third, arranging for 10 hyenas to be sent
to zoos and animal parks and euthanizing two
older animals. 

“I can’t stand the thought of them shutting
this down,” says Kay Holekamp, a former stu-
dent and longtime collaborator of Glickman’s,
now a behavioral ecologist at Michigan State
University in East Lansing. “This is such an
invaluable resource; it would be a tragedy if it
were lost,” says molecular endocrinologist
Geoffrey Hammond of the University of
British Columbia in Vancouver, Canada. 

Crazy anatomy

In the break room at the field station, Glickman
turns on a small television and plays a video
montage of hyena behavior at the colony. Silver-
haired and soft-spoken, with a voice that
betrays a hint of his Brooklyn upbringing,
Glickman narrates as a female hyena gives
birth to a 2-kilogram cub. This cringe-inducing
process—imagine pushing a golf ball through
a soda straw—makes the downside of the
female hyena’s strange anatomy abundantly
clear. Hyena moms typically have two cubs in
a litter, and about 60% of cubs born to a first-
time mom are stillborn, Glickman says. The
cub in the video survives, but before it can free
itself from the amniotic sac, a sister, born just
minutes earlier, attacks with a bite to the back
of the neck and a vigorous shake. “This little
brain is organized for aggression at birth,”
Glickman says.

For decades, researchers have suspected
that the female hyena’s heightened aggression
and masculinized anatomy might share com-
mon biological roots. “It looks as if the female
hyenas have traded off certain reductions in
fertility for the ability to be more aggressive
and dominate males and feed themselves and
their offspring in tight times,” Glickman says.
That hypothesis has driven work at the colony
from the beginning. 

In the early 1980s, a UC Berkeley graduate
student named Laurence Frank was studying

Berkeley Hyenas Face 
An Uncertain Future
Long studied for their unusual anatomy and behavior, the world’s only research
colony of spotted hyenas faces a funding crisis

WILDLIFE BIOLOGY

Splashing around. Hyenas enjoy playing in a tub
of water at the Berkeley colony. 

Puzzling endowment. The female hyena’s elongated
clitoris raises many questions for biologists. 
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wild hyenas in Kenya. He’d noticed that

although both sexes hunt, the females drove off

the males once a kill was made. (Despite their

reputation as scavengers, hyenas kill most of

what they eat.) As the kill was consumed and

the remaining share shrunk, high-ranking

females drove off subordinates. Cubs of high-

ranking females were allowed to feed, but cubs

of low birth were shoved off. The female dom-

inance hierarchy was clearly central to hyena

society, says Frank, now a conservation biolo-

gist with the Wildlife Conservation Society. 

Frank, as others before him did, wondered

whether high levels of male sex hormones

might prime the female hyena brain for aggres-

sion and account for her “crazy anatomy.”

Frank wanted to test the idea by injecting

antiandrogen drugs but soon concluded this

wasn’t feasible in wild hyenas. He began look-

ing into alternatives. By this time, Glickman,

who was on Frank’s Ph.D. thesis committee,

had become interested, and he submitted a

grant proposal to NIMH to fund a research

colony at the field station, a few kilometers

from the main campus. “It was really a pretty

wild-ass idea to suggest that a large, dangerous

carnivore would make a convenient lab ani-

mal,” Frank says. “To our utter amazement, we

got the grant.” 

In 1985, Frank, Glickman, and co-workers

arranged export permits and flew to Kenya,

where they paid Maasai tribesmen to lead them

to hyena dens with young cubs. In two trips,

they collected 20 cubs, which they bottle-fed

and kept in their tents at night until they made

the trip back to California. 

In a series of experiments published in the

early 1990s, Glickman and colleagues estab-

lished that hyena fetuses are exposed to

unusually high androgen levels in the womb.

In other mammals, this causes females to

develop a penislike structure. Androgens also

spur aggression, and an explanation seemed

near at hand. 

But a seminal experiment published in

1998 revealed that androgens aren’t the whole

story. Glickman and colleagues administered

androgen-blocking drugs to pregnant female

hyenas—a treatment that prevents penis for-

mation in males in other mammals. The

researchers predicted that the drugs would

have the same effect on hyena males and would

prevent a pseudopenis from forming in

females. Neither prediction came true. 

“That was an extraordinary finding,” says

Gerald Cunha, an emeritus developmental

biologist and anatomist at UC San Francisco

(UCSF) who collaborates with Glickman. The

hyenas have forced biologists to think beyond

the dogma on genital development, which

essentially says that if a fetus gets androgens, it

develops a penis, and if not, it develops a vagi-

nal opening, Cunha says: “You’re going to

have to come up with something creative to

explain this unusual set of circumstances.”

New directions
A full account of how the female pseudopenis

develops has eluded the hyena researchers so

far, but other dogma-challenging results have

emerged. One study suggested that the female

sex hormone estradiol plays a role in the devel-

opment of the male hyena’s penis, a finding

that may have implications for understanding a

common birth defect in boys, says Laurence

Baskin, the chief of pediatric urology at UCSF.

In a condition called hypospadias, the urethra

exits the underside of the penis instead of at the

tip. The condition happens in approximately

one in 125 boys, Baskin says, and something

similar occurs in male hyenas born to moms

given drugs that block estrogen synthesis. The

cause of hypospadias isn’t known, Baskin

says, but the hyena findings suggest that there

may be a previously unrecognized estrogen-

sensitive phase of male sexual development. If

so, it’s possible that exposure to certain chemi-

cals in the environment during that period

could have a role in causing hypospadias,

Baskin says. 

Baskin says work with hyenas has already

had clinical applications for another condition

he treats: congenital adrenal hyperplasia. In

about one in 10,000 girls, a malfunctioning

enzyme results in abnormally high androgen

levels and development of a penislike structure

that is similar to the female hyena’s pseudopenis.

Baskin recently collaborated with the Berkeley

team to map the nerves in the hyena pseudopenis

and says the findings have helped refine the

surgeries he does to restore more typical female

anatomy in girls with the condition. “It’s

already paid off in terms of … preserving their

sexual function,” he says.

Although prenatal androgens apparently

aren’t necessary for development of the

female’s pseudopenis, recent evidence sug-

gests that they do influence hyena behavior.

In 2006, Holekamp and colleagues reported

in Nature that high-ranking females in the

wild have higher androgen levels late in preg-

nancy than do low-ranking females and that

cubs born to these androgen-fueled moms

exhibit more aggression. Preliminary find-

ings from the Berkeley colony back this up:

Females treated with antiandrogen drugs in

utero seem to display less aggression toward

males as adults. 

Such studies may also provide insights into

how hormones set up sex differences in the

brain, says behavioral neuroendocrinologist

Nancy Forger of the University of Massachu-

setts, Amherst. Forger and colleagues have

been examining male and female hyena brains

from the Berkeley colony for differences in

the distribution of vasopressin, a hormone

linked to aggressive behavior. Vasopressin

expression differs between males and females

in a consistent pattern across a wide range of

vertebrates, Forger says. “So far, we can say

that hyenas don’t show that difference, and the

pattern may even be reversed.”  

She says she’s concerned about the outlook

for the colony. “There’s never been anything

like this before, and I don’t think there ever will

be again.”

Glickman has been busy investigating

funding options at NSF and at the National

Institutes of Health, including the resource

grants used to fund chimpanzee colonies

and other shared facilities. But the unique-

ness of the project—not to mention the

research subjects—means it’s not a perfect

fit for many of the existing funding mecha-

nisms, Glickman says. “It’s tough because

we don’t fit the template.” 

–GREG MILLER
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Aggressive by nature. Complementary studies in wild and captive hyenas

are helping researchers unravel the links between androgens and aggression.
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Creating an Earth Atmospheric Trust

STABILIZING CONCENTRATIONS OF GREENHOUSE GASES IN THE EARTH’S ATMOSPHERE AT A
level that will control climate change will require drastic departures from business as usual.
Here, we introduce one response to this challenge that may seem visionary or idealistic
today, but that could become realistic once we reach a tipping point that opens a window of
opportunity for embracing major changes.

The core of this system is the idea of a common asset trust. Trusts are widely used and
well-developed legal mechanisms designed to protect and manage assets on behalf of spe-
cific beneficiaries. Extending this idea to the management and protection of a global
commons, such as the atmosphere, is a new but straightforward extension of this idea.
Because the atmosphere is global, the Earth Atmospheric Trust would be global in scope;
however, initial implementation at a regional or national scale may be necessary. We provide
an outline of the steps that must be taken to create and manage such a system.

(i) Create a global cap-and-trade system for all
greenhouse gas emissions. We believe a cap-and-

trade system is preferable to a tax, because the
major goal is to cap and reduce the quan-

tity of emissions in a predictable way.
Caps set quantity and allow price to

vary; taxes set price and allow quan-
tity to vary.  

(ii) Auction off all emission per-
mits, and allow trading among permit

holders. This essential act will send the
right price signals to emitters. 
(iii) Reduce the cap over time to stabilize

concentrations of greenhouse gases in the atmosphere
at a level equivalent to 450 parts per million of carbon dioxide (or lower). 

(iv) Deposit all the revenues into an Earth Atmospheric Trust, administered by trustees
serving long terms and provided with a clear mandate to protect Earth’s climate system and
atmosphere for the benefit of current and future generations.  

(v) Return a fraction of the revenues derived from auctioning permits to all people on
Earth in the form of an annual per capita payment. This dividend will be insignificant to the
rich but will be enough to be of real benefit to many of the world’s poor people. At the cur-
rent annual rate of global emissions of 45 gigatons CO

2
equivalent and an auction price of

$20 to $80 per ton, the Trust’s total annual revenues would be $0.9 to $3.6 trillion. If half
the revenues were returned equally to all 6.3 billion people, payment would amount to

edited by Jennifer Sills

$71 to $285 per capita per year. 
(vi) Use the remainder of the revenues

to enhance and restore the atmospheric
asset, to encourage both social and techno-
logical innovations, and to administer the
Trust. These funds could be used to fund
renewable energy projects, research and
development on new energy sources, or
payments for ecosystem services such as
carbon sequestration.  

No system is perfect. A system designed
on these general principles would be fair; it
would be efficient and relatively immune to
political manipulation, and it would help to
alleviate global poverty.  

We encourage those interested in adding
their name to a growing list of supporters of
this idea to visit www.earthinc.org/earth_
atmospheric_trust.php.

PETER BARNES,1 ROBERT COSTANZA,2

PAUL HAWKEN,3 DAVID ORR,4 ELINOR OSTROM,5,6

ALVARO UMAÑA,7 ORAN YOUNG8

1Tomales Bay Institute, Point Reyes Station, CA 94956,
USA. 2Gund Institute for Ecological Economics, University
of Vermont, Burlington, VT 05405, USA. 3Natural Capital
Institute, Sausalito, CA 94965, USA. 4Lewis Center for
Environmental Studies, Oberlin College, Oberlin, OH
44074, USA. 5Workshop in Political Theory and Policy
Analysis, Indiana University, Bloomington, IN 47408, USA.
6Center for the Study of Institutional Diversity, Arizona
State University, Tempe, AZ 85287, USA. 7InterAmerican
Development Bank, Washington, DC 20577, USA. 8Donald
Bren School of Environmental Science and Management,
University of California, Santa Barbara, CA 93106, USA.

The Latest Buzz About

Colony Collapse Disorder
THE REPORT “A METAGENOMIC SURVEY OF
microbes in honey bee colony collapse dis-
order” (D. L. Cox-Foster et al., 12 October
2007, p. 283) identified Israeli acute paral-
ysis virus (IAPV) as a putative marker for
colony collapse disorder (CCD). It also
purports to show a relationship between
U.S. colony declines as early as 2004 and
importations of Australian honeybees. We
believe these links are tenuous for several
reasons: (i) Importations of Australian hon-
eybees to the United States did not com-
mence until 2005. (ii) No evidence is pre-
sented for a causal link between IAPV and
CCD. Koch’s postulates, as modified for

Balancing act. Sustainable human well-
being depends on a balance of built,
human, social, and natural capital assets.
An Earth Atmospheric Trust might better
manage the atmospheric commons to
control climate change.
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viruses by Rivers (1), were not demon-

strated. Several CCD colonies were free of

IAPV and the “shivering phenotype,” and

the death of bees close to the hive associated

with IAPV in Israel (2) was not observed in

CCD colonies. (iii) The case definition for

CCD is ambiguous, and the symptoms are

indistinguishable from those of the normal

winter colony collapse reported in the

United States since the late 1980s and

attributed to Nosema infection and/or the

secondary effects of varroa (3). Many scien-

tists are unconvinced that CCD is a new dis-

order (4). (iv) Members of the Kashmir bee

virus complex (including IAPV) persist as

nonacute (harmless) infections in honeybee

colonies (5). They are opportunists and only

cause acute infection in association with a

primary pathogen (such as Nosema apis)

(6). (v) Neither CCD nor large-scale, unex-

plained mortality events have occurred in

the Australian bee industry. The implication

that the absence of varroa in Australia may

explain the absence of CCD is incorrect.

Modeling has shown that fast-replicating

viruses (such as IAPV) cannot cause colony

collapse when associated with varroa (7).

(vi) Other countries reporting CCD (such

as Greece, Poland, and Spain) have not

imported bees from Australia.

A followup paper by coauthors on the

Science Report has now been published in

the American Bee Journal (8) describing

isolation of IAPV from specimens of Apis

mellifera collected within the United States

in 2002. This is more than 2 years prior to the

commencement of importation of Australian

packaged bees. It would now be appropriate

for the authors of the Science Report to issue

a retraction of the claims linking CCD to

importation of Australian bees.

Future collaboration between United

States and Australian scientists can only

lead to a better understanding of colony col-

lapse and IAPV and result in more secure

trade for package honeybees to meet the

growing demands of the United States pol-

lination industry.

DENIS ANDERSON1 AND IAIN J. EAST2

1CSIRO Entomology, Canberra, ACT 2601, Australia. 2Office
of the Chief Veterinary Officer, Department of Agriculture,
Fisheries and Forestry, Barton, ACT 2600, Australia.
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Response
IN THEIR LETTER, ANDERSON AND EAST SUG-
gest that CCD is an ambiguous disorder con-

sistent with normal winter losses. We do not

agree. CCD is characterized by a rapid loss

of adult bees; excess brood, in all stages,

abandoned in the hive; low levels of varroa;

and a lack of dead bees in or near the hive. In

CCD, levels of varroa do not reach those

associated with normal winter losses, distin-

guishing CCD from colony declines attrib-

uted to parasitic mites. Although Anderson

and East imply that we claim to have deter-

mined the cause of CCD, the final paragraph

of our paper states, “We have not proven a

causal relationship between any infectious

agent and CCD....” 

The notion that all viruses within a phy-

logenetic group can only present as a single

syndrome is invalid. Differences in viru-

lence are common even among closely

related viruses (1) and may reflect differ-

ences in the host, the microbe, or both.

Indeed, genetically distinct lineages of

IAPV sequences found in Israel differ in

pathogenicity (2). With regards to varroa,

most evidence points to a link between bee

viruses and varroa and indicates that varroa

acts as both a vector and an activator of

latent viruses (3). Finally, given work from

Anderson describing “Disappearing Dis-

order,” it is not clear that Australia is free of

unexplained losses of honey bees (4). 

We appreciate that research on products

important to international trade may lead

into politically and economically sensitive

territory. However, trade issues should not

color research. Anderson and East note that

subsequent work from our group indicates

the presence of IAPV in bees in the United

States as early as 2002 (5), predating recog-

nition of CCD or the formal importation

of bees from Australia. Infectious agents,

including IAPV, do not respect national

boundaries. IAPV is not confined to the

United States or Australia. It has also been

found in bees in Israel and royal jelly from

Manchuria. We anticipate that with the new

focus on IAPV and the distribution of diag-

nostic reagents, we will learn that it is

even more widely distributed. Nonetheless,

IAPV lineages have now been found in

U.S. bees; one of them correlates genetically

with IAPV found in bees in Australian ship-

ments. The presence of IAPV strains in

older U.S. samples does not eliminate a role

for this virus in CCD. 
DIANA COX-FOSTER,1 SEAN CONLAN,2
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More Toxin Tests Needed
IN HIS EDITORIAL “TOXIC DILEMMAS” (23
November 2007, p. 1217), D. Kennedy men-

tions tris(2,3-dibromopropyl) phosphate. In

1978, results published by the National

Cancer Institute clearly showed that this

flame retardant was carcinogenic in both

sexes of rats and mice, causing cancers of

the kidney, lung, liver, and forestomach (1). 

Kennedy was an integral partner in

the formation in 1978 of the National

Toxicology Program (NTP), and as FDA

Commissioner, he was an early chairman of

the NTP Executive Committee (2). Since its

inception, NTP has conducted nearly 600

chemical carcinogenesis bioassay studies,
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nearly half of which have shown evidence of

carcinogenic activity (3). However, this

represents only about 0.6% of available

chemicals on the market. Likewise, the

International Agency for Research on

Cancer has evaluated only about 950 chemi-

cals for carcinogenic activity; of these, about

100 were found to be human carcinogens,

another 69 were classified as probably car-

cinogenic to humans, and 246 were classi-

fied as possibly carcinogenic to humans (4).

The number of chemicals that have not yet

been tested is staggering, and it becomes

even more formidable when one considers

mixtures of chemicals, together with the

thousands of new chemicals that enter the

marketplace every year. 

We live in a chemical soup, and alterna-

tive methods of testing chemicals, such as in

vitro short-term testing, have failed at iden-

tifying carcinogens. The NTP, the major

testing program in the world, starts at most

only five new bioassays per year. We must

test more chemicals for carcinogenicity than

are currently being evaluated.
JAMES HUFF

National Institute of Environmental Health Sciences,
National Institutes of Health, Research Triangle Park, NC
27709, USA.
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The Inimitable Field 

of Cosmology

IN THE NEWS FOCUS ARTICLE “A SINGULAR
conundrum: How odd is our universe?” (28

September 2007, p. 1848), A. Cho perpetu-

ated misunderstanding of science with the

statement, in part from James Gunn, that

“‘Cosmology may look like a science, but it

isn’t a science’ because it’s impossible to do

repeatable experiments.” In the truly natural

sciences (such as geology, oceanography,

atmospheric science, and ecology), rigorous

observation and interpretation are com-

monly used, rather than “repeatable experi-

ments” à la Karl Popper—except in those

few cases where a small-scale experiment is

meaningful (1). It would be better to say

that cosmology is science—it just isn’t

Popperian physics.
L. BRUCE RAILSBACK

Department of Geology, University of Georgia, Athens, GA
30602–2501, USA.
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Response
WITH ALL DUE RESPECT, I THINK THAT L. B.
Railsback misses the point that I was

attempting to make. The pursuit of under-

standing the cosmos is certainly a scien-

tif ic pursuit and makes use of many of

the most powerful tools of science. Un-

fortunately, there is only one observable

universe, and while it is quite possible in

principle, and probably in practice, to for-

mulate theories that describe its observed

behavior perfectly on the largest scales,

those theories could well be unverifiable

by any doable experiment. 

In geophysics and astrophysics, the

experimenter is nature, not the scientist, but

repeated experiments can be done and the

results can be observed. This is not so in cos-

mology for phenomena on the largest scales.

Further confusion stems from our belief that

the structure we are observing is stochastic

on scales up to and beyond the current parti-

cle horizon. As discussed in the News Focus

article, we may be unlucky enough to live in

a volume in which some large-scale quantity

assumes a very unlikely value within the

framework of some otherwise seemingly

successful theory. It then becomes a very

subjective matter of whether this obser-

vation does or does not rule out the the-

ory in question.

Whatever one’s view on the Popperian

definition, verification by whatever tech-

nique is a cornerstone of science; I am

merely saying that this can be impossible for

crucial and interesting aspects of cosmo-

logical inquiry.
JAMES GUNN

Department of Astrophysical Sciences, Princeton University,
Princeton, NJ 08544, USA.
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Letters to the Editor
Letters (~300 words) discuss material published 
in Science in the previous 3 months or issues of
general interest. They can be submitted through
the Web (www.submit2science.org) or by regular
mail (1200 New York Ave., NW, Washington, DC
20005, USA). Letters are not acknowledged upon
receipt, nor are authors generally consulted before
publication. Whether published in full or in part,
letters are subject to editing for clarity and space.

CORRECTIONS AND CLARIFICATIONS

Editors’ Choice: “Cooler in the forest” (7 December 2007, p. 1525). The final sentence should have been “Thus,
contrary to some assertions, conversion of open fields to wooded fields will not necessarily lead to local
increases in temperature.”

TECHNICAL COMMENT ABSTRACTS

COMMENT ON “Clustering by Passing Messages Between Data Points”

Michael J. Brusco and Hans-Friedrich Köhn

Frey and Dueck (Reports, 16 February 2007, p. 972) described an algorithm termed “affinity propagation” (AP) as
a promising alternative to traditional data clustering procedures. We demonstrate that a well-established heuristic
for the p-median problem often obtains clustering solutions with lower error than AP and produces these solutions
in comparable computation time.

Full text at www.sciencemag.org/cgi/content/full/319/5864/726c

RESPONSE TO COMMENT ON “Clustering by Passing Messages Between 
Data Points”

Brendan J. Frey and Delbert Dueck

Affinity propagation (AP) can be viewed as a generalization of the vertex substitution heuristic (VSH), whereby prob-
abilistic exemplar substitutions are performed concurrently. Although results on small data sets (≤900 points)
demonstrate that VSH is competitive with AP, we found VSH to be prohibitively slow for moderate-to-large problems,
whereas AP was much faster and could achieve lower error.

Full text at www.sciencemag.org/cgi/content/full/319/5864/726d
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Comment on “Clustering by Passing
Messages Between Data Points”
Michael J. Brusco1* and Hans-Friedrich Köhn2

Frey and Dueck (Reports, 16 February 2007, p. 972) described an algorithm termed
“affinity propagation” (AP) as a promising alternative to traditional data clustering procedures.
We demonstrate that a well-established heuristic for the p-median problem often obtains clustering
solutions with lower error than AP and produces these solutions in comparable computation time.

F
rey and Dueck (1) described an algo-
rithm for analyzing complex data sets
termed “affinity propagation” (AP). The

algorithm extracts a subset of representative ob-
jects or “exemplars” from the complete object set
by exchanging real-valuedmessages between data
points. Clusters are formed by assigning each
data point to its most similar exemplar. The au-
thors reported that “[a]ffinity propagation found
clusters with much lower error than other meth-
ods, and it did so in less than one-hundredth the
amount of time” (1). We demonstrate that an
efficient implementation of a 40-year-old heuris-
tic for the well-known p-median model (PMM)
often provides lower-error solutions than AP in
comparable central processing unit (CPU) time.

For consistency with AP in (1), we present
the PMM as a sum of similarities maximization
problem, while recognizing that this is equivalent
to the more common form of minimizing the
sum of dissimilarities (e.g., distances or costs).
The PMM is a general mathematical problem
that can be concisely stated as follows: Given
an m × n similarity matrix, S, select p columns
from S such that the sum of the maximum
values within each row of the selected columns
is maximized (2). Thus, each row is effectively
assigned to its most similar selected column
(exemplar) with the goal of maximizing overall
similarity. One classic example of the PMM oc-
curs in facility location planning: Locate p plants
such that the total distance (or cost) required to
serve m demand points is minimized. In data
analysis applications where S is an n × n matrix
of negative squared Euclidean distances between
objects, clustering the n objects using the PMM
corresponds to the selection of p exemplars to
minimize error, which is defined as the sum of
the squared Euclidean distances of each object to
its nearest exemplar.

Lagrangian relaxation methods enable the ex-
act solution of PMM instances with n ≤ 500
objects (3, 4). For larger problems, a vertex sub-

stitution heuristic (VSH) developed in (5) has
been the standard for comparison for nearly four
decades. The VSH begins with the random se-
lection of a subset of p exemplars, which is
iteratively refined by evaluating the effects of
substituting an unselected point for one of the
selected exemplars. Frey and Dueck assert that
this type of strategy “works well only when the
number of clusters is small and chances are good
that at least one random initialization is close to
a good solution” (1). To the contrary, the VSH is
remarkably effective and is often the engine for
metaheuristics such as tabu search (6) and var-
iable neighborhood search (7).

We compared AP to an efficient implemen-
tation of VSH (7) across eight data sets from the
clustering literature: I: Hartigan’s (8) birth/death
rates data; II: Fisher’s (9) iris data; III: Lin and
Kernighan’s (10) circuit-board data; IV: Reinelt’s
(11) circuit-board data; V, VI, and VII: Grötschel
and Holland’s (12) European city coordinates;
and VIII: Olivetti face images as used in (1). The
measure of similarity for all data sets was nega-
tive squared Euclidean distance. The AP prefer-
ence vectors for I through VII were established
based on median similarity, as recommended in
(1). For data set VIII, we used the preference
vector from (1).

Affinity propagation was applied to each test
problem (13), and the selected number of exem-
plars (p), the observed error, and computation
time were stored. Next, 20 restarts of the VSH
were applied assuming the value of p selected
by AP. Each restart used a different randomly

selected set of p exemplars as the initial solution.
The minimum error observed across the 20 re-
starts, as well as the computation time, were stored
for each test problem. Finally, we obtained optimal
solutions for problems I through VII, as well as a
reasonably tight lower bound for problem VIII,
using Lagrangian relaxation methods.

The results in Table 1 are discordant with the
claims in (1) that AP is an appreciably more
efficient algorithm that produces solutions with
less error than standard iterative refinement heu-
ristics. Affinity propagation and the VSH yielded
the same error for problem I; however, the VSH
obtained a better solution than AP for the other
seven problems. Moreover, the AP error value
exceeded the optimum by 3% or more for four of
the eight problems, whereas the VSH error never
exceeded the optimum by more than 0.27%. In
terms of efficiency, the maximum ratio of VSH to
AP computation time was 2.79:1, which is dras-
tically less than the 100:1 ratio reported in (1).

We also applied VSH to the document sum-
mary and airline travel routing data sets from (1).
These are asymmetric similarity matrices with
violations of the triangle inequality and were
included to refute the implication in (1) that the
PMM is inapplicable for such conditions. The
VSH accommodates the asymmetry and captures
differential preferences as a “fixed charge” in the
objective function. For the document summary
data, AP produces a four-cluster solution with
a net similarity index of –10,234.33. The four-
cluster VSH solution yielded a better index of
–10,216.63. For the travel routing data, the simi-
larity index of –92,154 for the seven-cluster
VSH solution was better than the corresponding
figure of –92,460 for AP. The VSH was slightly
faster than AP for both test problems.

In summary, using a classic heuristic for the
PMM, we frequently obtained better solutions than
AP in comparable computation time. Moreover,
like AP, the PMM has sufficient flexibility to
accommodate nonmetric forms of S. With respect
to another purported advantage of AP, the selec-
tion of the number of exemplars, AP merely
replaces the problem of choosing p with the
problem of setting the preference vector. Thus,
the problem of choosing p is not resolved by AP.
In light of these issues, we contend that AP,

TECHNICALCOMMENT

1College of Business, 307 Rovetta Business Building, Florida
State University, Tallahassee, FL 32306–1110, USA. 2Depart-
ment of Psychological Sciences, 19 McAlester Hall, University
of Missouri-Columbia, Columbia, MO 65211, USA.

*To whom correspondence should be addressed. E-mail:
mbrusco@cob.fsu.edu

Table 1. A computational comparison of AP and VSH.

Test
problem
(label)

n
(points)

p
(exemplars)

f* = Optimal error
(squared distance)

% > f*
AP (min %)

% > f*
VSH (min %)

Total CPU time
VSH:AP (ratio)

I 70 6 863.41 0.00 0.00 0.46:1
II 150 6 43.98 4.50 0.00 0.59:1
III 318 11 44,882,137 0.22 0.00 1.20:1
IV 724 22 21,396,140.7195 1.88 0.25 2.70:1
V 202 17 2,065.5737 4.10 0.00 1.31:1
VI 431 16 45,316.3623 5.27 0.10 1.22:1
VII 666 17 127,447.545 3.53 0.21 1.20:1
VIII 900 62 9,665.84* 0.71 0.27 2.79:1
*The optimal solution for problem VIII could not be verified. The reported value is a lower bound.
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although a welcome addition to the clustering lit-
erature, does not possess the relative advantages
over existing procedures that were touted in (1).
We invite analysts to compare AP to VSH on
other data sets and render their own opinions (14).
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I
f cutting and digging a fireline in the

midst of a crown fire blowup that bellows

the sound of wood exploding under its

intense heat is not a real risk, few activities

would qualify. Lines are constructed with a

Pulaski (a combination ax and adze or grub

hoe), the principal tool of wildland firefight-

ers on the front line in forest fire suppression.

A key risk is to become trapped in a burnover. 

Despite low rates of fatality and injury,

wildland fire fighting falls in the wide range

of occupations where performing one’s duties

is clearly risky business. Furthermore, fire-

fighting risks are increasing due to the accel-

erated frequency, intensity, and erratic behav-

ior of wildland fires—changes traceable to

global warming, past management practices

that allowed fuel accumulation, and residen-

tial encroachment of the forests (the “wild-

land-urban interface”).

What do we know about

such risky occupations and the

people who choose them? Very

little. Overwhelmingly, the soc-

ial science of risk is framed by

the reductionistic structure

of psychology and economics,

relies principally on surveys

and other pencil-and-paper data

with predesigned expecta-

tions, and rarely connects the

thoughts of respondents with

actual behavior.

Matthew Desmond’s On

the Fireline holds considerable

promise for addressing this

pivotal gap in the social science

literature on risk. The book, which began as a

master’s thesis at the University of Wisconsin,

draws from his five summers of experience on

a 14-member engine crew in the Arizona

wilds. Desmond’s in-depth account provides a

zoom lens into how U.S. Forest Service fire-

fighters perceive and act on risks under work-

ing conditions. Why do they risk, and what

“practical logic” do they use to “understand

risk and death”? 

Firefighting, like the favored Pulaski, is a

hybrid that welds “desired risk” (1) with the

instrumental needs of forest management. To

understand it, the author takes

us into the encampments of the

seasonal firefighters—moti-

vated by adventure (but not a

lust for danger) and financial

incentives—who can answer

these questions. There we learn

that firefighting combines

manual skills with love of the

outdoors and self-reliance, cul-

tivates distaste for urban sophistication,

rewards the ease of firefighters to be filthy,

enables the gritty idiom of that macho culture

(the f-word punctuates most sentences), and

provides not-infrequent occasions to party. 

When fighting a fire (an “incident” in the

parlance of the fire agencies), firefighters are

immersed in the deep preoccupation of doing

their job—risk is clearly in sight but out of

mind. But, what are their thoughts about risk

during the frequent down time? The “grunts,”

Desmond’s principal subjects, almost never

think of their work in terms of risk or give

much thought to their safety or to dying—

although supervisors do. The Forest Service

ensures this in its training and retraining by

inculcating the ideas that firefighters are

responsible for their own safety and compe-

tency and that by following the Ten Standard

Fire Orders and Eighteen Watch Out Situ-

ations (known as the ten and eighteen) they

have little to worry about.

A firefighter’s death is the clearest safety

failure, and each prompts a formal investiga-

tion. Although such investigations typically

identify multiple causes, the finger of attribu-

tion nearly always points at the dead fire-

fighter. This practice is consistent with the lit-

erature on organizations, where up to 80% of

system failures are assigned to individuals. But

Desmond deepens our understanding of this

pattern by showing that the ten and eighteen,

unrealizable in practice, are not

just sets of rules to be followed

but also an affirmation of the

Forest Service’s code of indi-

vidual responsibility that pre-

figures attribution of blame:

“Trust only one person: your-

self. You are responsible for

your own safety and actions on

the fireline.” Tracing death to

the missteps of the individual

firefighter deflects attribution

away from the firefighting system and its man-

agers and preempts the active learning at the

core of adaptive management.

Because of its captivating prose (despite an

excess of tropes and other obeisances to post-

modern discourse) and its masterful crafting

of a French tradition in sociology (that empha-

sizes social order via symbols and rituals) to

understand risk, the book may become an

instant hit in mainstream sociology. It may

even be fast-tracked to “clas-

sic” status alongside historian

Stephen J. Pyne’s personal ac-

count of firefighting (2).

However, owing to Des-

mond’s slavish commitment to

a narrow sociological framing,

On the Fireline fails to engage

the sizable social science litera-

ture on risk as well as the work

of psychologists, geographers,

sociologists, political scientists,

and economists who study wild-

land fire. Justification for this

neglect stems from Desmond’s

characterization of that litera-

ture with an ever-thinning man

of straw, the rational actor. His treatment over-

looks four decades of research that shows the

axioms of rationality to be woefully inadequate

to describe risk choices despite serving as a use-

ful normative decision aid (3). This strategic

inattention handicaps the book’s success in the

science and risk communities, positioning it

as an interesting, but tangential, contribution

to the field.
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Facing the Flames
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On the Fireline

Living and Dying with

Wildland Firefighters

by Matthew Desmond
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Seeking safety. A crew deploys their fire shel-
ters after being trapped by the Santiago fire
(October 2007, Orange County, California).
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Change of Time over

Changing Time
Thomas S. Mullaney

E
veryone knows that people, places, and

things change over time. In his most

recent and final work, the late scien-

tist-turned-historian Ian R. Bartky reminds us

that time itself, often taken as the common

denominator of change, is also in flux. Con-

catenating these two observations, we are left

with a recursive variation on an old theme: the

change of time over changing time.

One Time Fits All: The Campaigns for

Global Uniformity deals with five campaigns

for global temporal standardization: the selec-

tion of an International Date Line, the estab-

lishment of the “universal day,” the creation of

the common initial meridian, the subdivision

of the globe into time zones, and the institu-

tion of Daylight Saving Time. Each of these

campaigns is tied to separate

yet overlapping histories, a

multiplicity of actors, and a

series of complex debates, all

of which Bartky’s highly acces-

sible account disentangles. 

After a career as a physical

chemist at the U.S. Bureau

of Standards, Department of

Commerce, and Army labora-

tories, Bartky (who died in

December) became an expert on the history of

timekeeping. Like its predecessor (1), this

book is based on extensive archival and

library work, to which he brought a meticu-

lous attention to detail. And he again digests

an abundance of very technical material

and presents it in a thoroughly compre-

hensible format.  

In the book’s first section, which begins

with Magellan’s 16th-century circumnaviga-

tion of the globe and closes in 1921, Bartky

discusses the emergence and resolution of a

question that had scarcely been relevant in the

era before regular transoceanic voyages: the

problem of temporal reckoning that surfaces

when (in modern parlance) one crosses the

International Date Line. The second section

deals with a narrower span of time (1870 to

1925) but a much broader—sometimes even

dizzying—array of scientists, politicians,

commercialists, and industrialists. Its eight

chapters address the selection of a common

initial meridian, the standardi-

zation of the uniform day, and

the division of the globe into

24 time zones. Each chapter

unfolds like a short play, with

half of the dramatis personae

supporting temporal standardi-

zation and the other half stand-

ing in opposition. The third

section and epilogue bring the

question of temporal standardi-

zation from 1883 to the present, looking at the

issue of daylight saving from the moment it

was proposed through the changes made in

the United States in 2007. 

It is also important to note what readers

will not find in the book. They will not learn

much about the social history of standardized

time, either in terms of its popularization or

the influence that clock time had on the way

people experienced their daily lives. This is a

book primarily concerned with policy-

makers. Readers should not expect to dwell

long on any one aspect of the history of tem-

poral standardization. At moments, the book

reads like a précis of a much longer work. In

addition, the book does not include critical

analyses of the concepts of standardization or

modern rationality per se. Bartky clearly

identifies with the standardizers and, like

many historians of standardization, writes

with a presentist orientation. Lastly, read-

ers will not learn about the world beyond

Europe and North America. 

As a historian of China, I understand that

this absence of the non-Western world is

partly justified by a parallel absence in the

sources. China, for example, was not repre-

sented at any of the major events associated

with the International Prime Meridian,

Greenwich Mean Time, or the network of

metrological organizations that competed, and

collaborated, to develop and enforce world-

wide standards. On the other hand, the contin-

ued preoccupation of scholars with European

and North American standardization prevents

them from asking important questions. For

example, why doesn’t the United States,

Canada, or Russia observe one time zone? If

this sounds like an absurd question, remember

that the Chinese government in 1949 opted to

do just that. Spanning some 62 degrees of lon-

gitude (from eastern Heilongjiang province to

western Xinjiang), a country that “should”

have five time zones recognized only one,

the single standard known colloquially as

“Beijing Time” (or technically as UTC + 8).

To Bartky I would have liked to have asked: Is

Beijing Time part of global time, or is it a sym-

bolic secession from a standard that China had

no part in creating?
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Transit Maps of the World. Mark
Ovenden. Penguin, New York, 2007.
144 pp. Paper, $25, C$27.50. 
ISBN 9780143112655.
Diagrams of rail transit systems have
become icons of urban life. Ovenden’s
comprehensive survey includes over
200 cities, with series of historical maps
charting the evolution of the more com-
plex systems. The text covers the growth
of each metro, but it is focused on the
graphic designs used to help travelers
get from one station to another.
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I
n 2006, China’s carbon dioxide emission

rate reached 1.6 GtC (gigatons of carbon

or 1015 g carbon) per year (see chart,

below) (1–3). Economic growth is projected

to continue at higher than 7% per year; at

this rate, Gross Domestic Product (GDP)

would quadruple in 20 years. The associated

high CO
2

emission rate would substantially

affect the goal of avoiding dangerous climate

change as set by the United Nations Frame-

work Convention on Climate Change (UNFCCC).

The conflict between economic development

and keeping atmospheric greenhouse gases at

a manageable level poses one of the greatest

challenges of this century. 

The Impact of Climate Change on China

China will be one of the worst-impacted

regions in the world if climate changes as pre-

dicted (4). Three main industrial centers of

China are on lowland areas: the Gulf of Bohai

region with the Beijing-Tianjin axis, the

Yangtze River delta radiating inland from

Shanghai, and the Pearl River delta encom-

passing Hong Kong and Guangzhou. A sea-

level rise of a meter would inundate 92,000

km2 of land in these three regions (5).

Mountain glaciers have melted by 21%

over the past 50 years in northwestern China

(5). Under the projected climate change sce-

narios, temperature in the Tibet region would

rise 3° to 6°C by 2100 (4). The melting of the

permafrost might threaten the newly com-

pleted Qinghai-Tibet Railway (6). Aside from

the Yangtze and the Yellow rivers, several

major Asian rivers, such as Ganges and

Mekong, originate from the Tibetan plateau,

and the changing water resources may lead to

tension with the neighboring countries.

The geography and climatology of China

already give rise to frequent extreme events.

The summer storms moving eastward along

the river systems, which are generally oriented

west to east, dump large amounts of rainfall

that cause severe flooding. Indeed, the Three

Gorges Dam was motivated largely on the

premise of flood control. In the summer of

2006, Chongqing and Sichuan in the upper

Yangtze Basin experienced a once-every-100-

years drought, followed by a similarly rare

flood in 2007, a harbinger of the projected

intensification of extreme events in southern

and eastern China (5).

Half of the country’s land area is arid or

semiarid. Water shortage in northern China

over the last three decades led to the on-

going construction of the South-North Water

Diversion Project, a gigantic project that will

divert water from three points of the Yangtze

River basin to the north. Global warming is

likely to enhance such drying. China’s agricul-

tural output could be reduced by 5 to 10% by

2030 (5), thus adding stress to a country that

has 20% of the world’s population and

only 7% of the arable land. Similarly, major

ecosystem impacts are expected with the loss

of tundra and mountain forests and the inten-

sification of fires (5).

Drivers of CO
2
Emissions and Coal Use

China’s GDP has grown by 9.5% per year over

the last 27 years, while its CO
2
emissions have

increased by only 5.4% per year (1–3), corre-

sponding to a large decrease in carbon inten-

sity (carbon emission per unit of GDP) (see

chart, below)—a remarkable achievement, as

energy consumption generally grows faster

than GDP during the early stages of industrial-

ization. One important reason for this was the

government’s emphasis on energy efficiency.

China’s per capita emission is still low (one-

fourth of U.S. CO
2

emissions), but the large

population and high speed of economic devel-

opment have led to a large increase in energy

demand and have been primary drivers of the

recent acceleration in global carbon emissions

(7). The rebound in carbon intensity in the last

few years (see chart, below) was caused

mainly by accelerated urbanization and

industrialization (see photo, page 731). For

instance, stimulated by a construction boom,

steel production has increased from 140 to

419 million tons from 2000 to 2006, now

accounting for 34% of world total. In 2006,

7.2 million cars were sold, compared with 1.2

million in 1999. However, about 23% of the

CO
2

emissions are a result of producing

goods exported to other countries (8).

The large population dictates that China

cannot duplicate the energy-intensive Western

model because of resource limitations. In

2006, China imported 47% of its crude oil and

is projected to import 60% by 2020. Given

escalating oil prices and concerns about

energy security, China has no alternative but

to focus on domestic resources.

China has one of the largest coal reserves in

the world, and coal accounts for 67% of its pri-

mary energy use, compared with 24% for the

world average (9). China is currently bringing

two additional coal-fired power plants to the

electric power grid every week (10). Although

the government had set the goal of 20% reduc-

tion in energy intensity (energy consumption

per unit GDP) in the 11th Five-Year Plan

period (2006–10) (11), the goal looks unlikely
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Controlling CO2 emissions without hindering

economic development is a major challenge for

China and the world.
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to be met, as energy intensity has

decreased by only 1.23% in 2006.

In a hypothetical scenario in which

carbon intensity keeps pace with a

GDP growth rate of 7%, by 2030,

China would be emitting as much

as the world as a whole is today (8

GtC/year). If China could limit car-

bon intensity at half of the eco-

nomic growth rate, as was done in

the 1980s–90s (1–3), a quadrupling

of GDP in 20 years would still

lead to CO
2

emissions of 3 to 4

GtC/year.

Opportunities

The most effective near-term

strategy is energy conservation

and efficiency. Because infrastructure has a

long lifetime, it is much more cost-effective

to design and build from the ground

up rather than retrofit afterwards. Many

energy-saving measures can be highly effec-

tive, and long-term energy savings can sub-

stantially outweigh the initial investment.

However, such measures are often not

implemented because of market and institu-

tional barriers. For instance, when offered

the choice of paying a few percent extra for

energy-efficient construction, the owners of

a new building often choose not to, because

of the burden on their budget and uncer-

tainty about future savings.

International investment of carbon funds

should be aggressively directed to the infra-

structure buildup in China to prevent a legacy

effect of inefficient technologies. For in-

stance, funds can be used to subsidize low-

interest loans to energy-efficient buildings or

to pay for technology transfer. Research and

development in technology, such as renewable

energy, energy efficiency, and carbon seques-

tration, in the developed countries could be

conducted in collaboration with Chinese part-

ners, so that these technologies could be

implemented as early as possible.

Rural development must avoid the pol-

lution-heavy and energy-intensive route,

instead, incorporating state-of-the-art tech-

nology suitable for the local circumstances.

City planners should develop more efficient

public transportation, reemphasize the role of

bicycles, and use incentives and regulations to

encourage electric bikes, buses, and cars; to

reduce burgeoning traffic and air pollution

problems; and to save energy.

The rate of development of renewable

energy in China is even faster than that of

coal-fired power plants. The 2020 targets for

hydroelectric, nuclear, biomass, wind, and

solar power are 300, 40, 30, 30, and 1.8 GW,

respectively (12). Even though China is a top

manufacturer of solar heaters, solar panels

and wind turbines, core technologies are

often not available to them. As a result, the

high cost hinders rapid deployment of the

most efficient technologies.

Avoided emissions and active carbon

sinks deserve credit on the international car-

bon market. Over the past three decades, the

Chinese taxpayers have supported several

massive ongoing reforestation projects, such

as the northern China project to prevent

desertification, with a total area of 60 million

ha of new forests. As a result, the country’s

forest cover increased from 12% in 1980 to

18.2% in 2005 and is projected to increase to

23% by 2020 and 26% by 2050 (11). In con-

trast, only a handful of reforestation projects

in China of roughly 10,000 ha have been

funded through the Clean Development

Mechanism (CDM) under the UNFCCC’s

Kyoto Protocol, because of a 1% limit on

reforestation’s share in meeting the Kyoto tar-

get of each developed country, the compli-

cated accounting and verification proce-

dures, and the current low carbon market

price. About half of CDM investment proj-

ects are in China, but they have not been

effective at cutting CO
2

emissions (13). The

Bali climate conference in December 2007

started a new round of negotiations, and sub-

stantial progress will have to be made in order

to effectively help developing countries like

China reduce CO
2
emissions.

China has actively participated in UNFCCC

and the Kyoto Protocol and played an impor-

tant role in the Intergovernmental Panel on

Climate Change (IPCC). China and other

developing countries are not subject to emis-

sion targets under the Kyoto Protocol. For

China, this makes coal attractive as an energy

source because it is domestically abundant

and cheap. To prevent continued reliance on

inefficient coal power, devel-

opers need a clear market sig-

nal that a climate policy, be it

international or domestic, is a

certainty in the future policy

landscape. Under such a pol-

icy, inefficient coal plants

will become a liability. The

Chinese government could set

internal emission targets and

devise strategies to meet them.

For example, a carbon tax in

China could be used to fund

research in energy efficiency,

renewable energy, carbon se-

questration, and prudent urban

design. Such voluntary efforts

would protect China’s energy

security, create careers for the masses of

young and educated Chinese citizens, and

also earn China political capital in inter-

national climate policy negotiations. 

Despite the recent surge of worldwide

attention in the climate change problem,

its enormous scale and urgency are often

underappreciated. The Chinese challenge is

arguably the most difficult, and coal is the

leading stumbling block. If China can face

the challenge and seize the opportunities with

the help of the international community, it

could lead the world in sustainable develop-

ment in the 21st century.
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Mutations in a protein that functions in cell

division result in human growth disorders,

possibly by connecting DNA damage signaling

and centrosome dysfunction.

Dwarfism, Where Pericentrin
Gains Stature
Benedicte Delaval and Stephen Doxsey

GENETICS

I
t is thought that the smallest human ever

recorded was a sexually mature girl, 12

years of age, who was 20 inches tall and

weighed 5 pounds (1). She was afflicted with

a rare genetic disorder called Majewski

osteodysplastic primordial dwarfism type II

(MOPD II), characterized by short stature

(dwarfism) and small brain size relative to

age-matched individuals (microcephaly). Two

research groups now report—Rauch et al. on

page 816 of this issue (2) and Griffith et al.

(3)—that mutations in the gene PCNT, which

encodes the centrosome protein pericentrin,

cause MOPD II and Seckel syndrome, two

disorders that share small body and brain size

but exhibit distinctive features. 

The precise mechanisms underpinning

these autosomal recessive disorders are

unknown. Earlier work on pericentrin identi-

fied a role in cell division (mitosis) and thus

the potential to modulate growth of the body

and brain. Pericentrin is an integral compo-

nent of the centrosome, an organelle that

organizes the mitotic spindle for segregation

of chromosomes during cell division and

appears to influence cell cycle progression

(4). Depletion of pericentrin in human cells

and in budding and fission yeast (but not

flies) induces loss of centrosome and spindle

integrity, followed by cell death (5–8). It

is easy to imagine how pericentrin deple-

tion could lead to loss of cellularity and

growth restriction.

Is this also true in MOPD II and Seckel

syndrome? In fact, both disorders share cellu-

lar abnormalities consistent with loss of peri-

centrin, including centrosome and mitotic

spindle defects. However, Rauch et al. and

Griffith et al. propose that different pathways

participate in the common phenotypes charac-

teristic of the two disorders. Rauch et al. sug-

gest that mitotic centrosome dysfunction

results in loss of cellularity, whereas Griffith

et al. implicate defective progression through

mitosis due to an abnormal DNA damage sig-

naling pathway. A remaining question is

whether deficits in these two cellular path-

ways act separately or together to cause

dwarfism and microcephaly. Independently,

defects in these pathways could each con-

tribute to impaired mitotic progression and

cell death (see the figure). However, the two

pathways may be connected by a common ele-

ment, centrosome dysfunction. DNA damage

has previously been shown to induce centro-

some disruption in mitosis, leading to cell

death (4). Thus, centrosome defects arising

either indirectly from DNA damage or

directly from loss of centrosome proteins

could induce mitotic failure, cell death, and

growth restriction. 

Another potential pathway disrupted in

pericentrin-associated disorders is suggested

by mutations in genes that encode other

centrosome proteins with functions simi-

lar to pericentrin (SAS4/CENPJ,

Centrosomin /CDK5RAP2 ,

ASPM/Asp, MCPH1) (3, 9).

Mutations in these genes are

associated with primary microcephaly, a dis-

order characterized by extreme reduction in

brain size but normal stature (except for muta-

tions in MCPH1 for the latter). Loss of cellu-

larity is thought to result from aberrant spindle

orientation during stem cell divisions, a

process that requires centrosomes (10, 11).

Spindle orientation determines whether cell

division will generate a neuron and a stem cell

or two stem cells. Defects in this process

decrease symmetric divisions that replenish

stem cells (see the figure), and so deplete stem

cell progenitors essential for brain growth

(11). This phenotype provides a direct link

between centrosome defects and micro-

cephaly and could help explain the mutant

PCNT phenotype. Depletion of pericen-

trin in cultured cells induces

loss of astral microtubules (5)

required for asymmetric

division, so it is plausible
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that PCNT mutations associated with MOPD

II and Seckel syndrome perturb asymmetric

cell division throughout the body—both in

the embryo and in adult stem cell niches—

resulting in decreased body size. 

Further insights into the etiology of

dwarfism, microcephaly, and related dis-

orders will require comparative analyses to

understand how centrosome and spindle

defects, altered DNA damage signaling, and

aberrant spindle orientation individually con-

tribute to the disease phenotypes. It is also

important to determine whether PCNT muta-

tions, which may otherwise be lethal, are

hypomorphic (partially functional) or are

compensated for by the expression of other

genes.
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H
ow do you measure a transverse shift

of a light beam to within a nanometer?

Recently, physicists predicted (1) that

light could experience such a shift similar to

what happens to electrical currents in semicon-

ductors through the spin Hall effect (2–4). On

page 787 of this issue, Hosten and Kwiat (5)

use “weak measurement,” a controversial pro-

cedure from the foundations of quantum

mechanics, to amplify this spin Hall effect in

light (SHEL) rather than detecting it directly.

In their experiment, they boost the tiny shift by

a factor of 10,000, detecting it for the first time

and characterizing it at the angstrom scale.

This realizes one of the long-standing prom-

ises of weak measurement and demonstrates

its potential in precision measurements.

In the spin Hall effect (2–4), an applied

electric field induces a transversely flowing

spin-polarized current. SHEL is a direct opti-

cal analog, and occurs when the electron spin

and electric field are replaced by light polar-

ization and a refractive index gradient, respec-

tively (1). Light propagating in the x-z plane

(see the figure, left) will experience a polar-

ization-dependent shift in the y direction when

it passes from one material to another with a

different refractive index. For a glass-air inter-

face and optical wavelengths, these shifts are

just a few tens of nanometers. The small scale

of the effect explains why it has escaped

detection until now. 

An unorthodox quantum measurement pro-

cedure was the key to seeing the effect. In quan-

tum theory, any attempt to learn about an object

disturbs it in an uncontrollable way. Interaction

between a quantum system and a detector is

essential for any measurement. Normally the

interaction causes the measurement device

“meter” (the part that is read to obtain the

result) to undergo a shift substantially larger

than its quantum uncertainty. But this is not the

only way to make a measurement.

Weak measurement refers to a three-step

procedure invented by Aharonov et al. as an

extension of conventional quantum measure-

ment (6). The quantum system is first pre-

pared in a well-defined initial state. Then, the

measurement device is very weakly coupled

to the system, such that the shift of the meter is

much smaller than its quantum uncertainty.

Finally, the meter position is recorded only

when the quantum system is found in a spe-

cific final state, a process known as post-

selection. The expected shift in the meter posi-

tion is proportional to the “weak value” (a

quantity dependent on the initial state, final

state, and the nature of the coupling). Very

large weak values can be achieved, and in

these cases, the meter shift

is dramatically larger than a

directly measured shift (6).

Effectively, destructive interfer-

ence cancels the mean, leaving

only an amplified signature of

the interaction.

Weak measurement has been

a controversial topic since its

introduction. This is largely be-

cause the results of weak mea-

surements can be arbitrarily

large, even when standard quan-

tum measurements are bounded;

they do not even have to be real

numbers. However, the issues

are interpretational because weak

measurement is firmly based on

standard quantum mechanics.

Furthermore, weak measurement

was found and experimentally demonstrated to

have a perfect analog in classical optics (7, 8).

In contrast to previous weak measure-

ment experiments, Hosten and Kwiat use it

as a tool to measure a new phenomenon.

SHEL is a natural weak coupling between

circular polarization and the transverse posi-

tion of an optical beam, which they use as a

meter. The authors pass a linearly polarized

laser beam (see the figure, top right) through

a glass-air interface. If the incident angle is

not perpendicular to the surface, SHEL

shifts the circular polarization components

of the beam by a small amount δ (see the fig-

ure, bottom right). To complete the weak

measurement process, they measure only the

light that passes through a second polarizer

oriented almost 90° from the first. Only a

small fraction of the light gets through both

polarizers, because they are nearly crossed,

but with a bright laser beam there is still suf-

ficient signal to detect.

A controversial approach in quantum physics

now appears capable of improving the

sensitivity and precision of measurements.Amplifying a Tiny Optical Effect
K. J. Resch

PHYSICS
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A light touch. (Left) SHEL occurs when a beam of light passes from a
material with one refractive index to another as shown. If the interface
is between nearly crossed linear polarizers, then the system is well
described by weak measurement with a purely imaginary weak value.
(Top right) A linearly polarized laser beam initially has a Gaussian
intensity profile Iy along the y direction. (Bottom right) SHEL will shift
each circular polarization component of the light by a small amount
δ in opposite directions. Destructive interference in a weak measure-
ment procedure boosts the transverse shift in the light by a large factor
A

w
over a directly measurable shift, as shown by Hosten and Kwiat.
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For linear polarizers, SHEL produces a

purely imaginary weak value. Imaginary weak

values do not shift the position, but rather the

propagation angle of the light (9). Hosten and

Kwiat developed a theory to describe the

deflection of the optical beam under these con-

ditions. Their theory predicts, and experimental

results confirm, highly amplified shifts, about

10000 times δ (bottom right panel), a much

larger effect than direct detection and larger

amplification than even previously measured

real weak values. This enhancement allowed

the detection and characterization of SHEL

over the full range of incident angles with

angstrom precision. 

SHEL is a very small effect in a standard

glass-air interface, but it is predicted to be much

more pronounced in photonic crystals (1). In

such materials, SHEL may be a valuable tool

for manipulating the angular momentum of

photons in, for example, quantum information

applications. Furthermore, by studying SHEL

in clean optical systems, it may be possible to

turn the tables and gain further insight into the

spin Hall effect in semiconductors. In the first

work on weak measurement, it was speculated

that the technique could be useful in amplifying

and measuring small effects (6). Now, 20 years

later, this potential has finally been realized. 
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T
he human gastrointestinal tract harbors

~500 distinct microbial taxa (1), com-

prising an estimated 1014 microbes.

The proper maintenance of this microbial

consortium is of great importance for health.

Conversely, damage to the gut microbiota

community is implicated in disease, such

as inflammatory bowel disease (2). The

immense complexity of gut flora and its com-

plicated interactions with the immune system

make the human gut a challenging experimen-

tal system. Recently, several groups have

investigated the resident microbiota commu-

nities of insects, in particular the experimen-

tally powerful fruit fly Drosophila melano-

gaster (3–5). These studies show that the

insect intestinal microbiota, consisting of ~25

phylotypes with just a few dominant bacterial

species, is much less complex than our own.

On page 777 of this issue, Ryu et al. (5)

exploit this limited microbial diversity and the

genetic tools available in Drosophila to dis-

sect the mutualistic relationship between the

gut microbiota and their host.

Insects rely primarily on innate immune

responses to control microbial infection. One

of the best-studied mechanisms of immune

protection in Drosophila is the inducible pro-

duction of a battery of antimicrobial peptides.

Production of these peptides is regulated

by two signaling cascades—the Toll and

immune deficiency pathways—that control

transcription factor nuclear factor kappa B

(NF-κB) homologs. In septic infection, the

synthesis of antimicrobial peptides occurs

primarily in the fat body (equivalent to the

vertebrate liver). After oral infection with

pathogenic microbes, expression of antimi-

crobial peptides can also occur in intestinal

epithelial cells (6–9). However, under con-

ventional culture conditions for flies, gut-spe-

cific expression of antimicrobial peptides is

very low, even after ingesting nonpathogenic

bacteria. Instead, reactive oxygen species are

generated in intestinal epithelial

cells to prevent growth of ingest-

ed, nonpathogenic microbes (10).

Ryu et al. investigated why

antimicrobial peptide produc-

tion is unaffected by resident

intestinal microbiota in Dro-

sophila, and the physiological

consequence of this regulation.

Surprisingly, bacteria normally

resident in the gut activate the

immune deficiency pathway in

intestinal epithelial cells. Yet, this

does not induce the expression of

antimicrobial peptide genes. 

Instead, the homeobox tran-

scription factor Caudal, well

known for its role in the develop-

ment of the gastrointestinal tract

(11), represses antimicrobial pep-

tide gene expression (see the fig-

ure). Blocking Caudal expres-

sion in intestinal cells by RNA

interference (RNAi) increased

production of antimicrobial pep-

tides, causing profound changes

in the gut’s bacterial population,

particularly in two species.

The A911 strain of Acetobac-

teraceae, a dominant member of

the gut microbial community (more than 105

bacteria per gut) in wild-type flies, was greatly

reduced (to less than 103 bacteria per gut) in

flies where Caudal expression was disrupted by

RNAi (Caudal-RNAi). By contrast, the G707

strain of Gluconobacter, a minor constituent of

the gut flora in wild-type animals, increased (to

more than 104 per gut) in the Caudal-RNAi

flies. A911 bacteria were also sensitive to a

A link between a transcription factor and control

of immune responses in the fly gut opens the

door to analyses of host-microbe mutalism.The Right Resident Bugs
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Gut microbes. Caudal inhibits the expression of antimicrobial peptide
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antimicrobial peptides are produced, altering the composition of the

bacterial population and resulting in apoptosis of the gut epithelium
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Lactobacillus brevis; Ap, Acetobacter pomorum.
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synthetic antimicrobial peptide, Cecropin A,

whereas G707 was much less so. And

expression of just one antimicrobial peptide

(Diptericin or Cecropin A) in the gut  of wild-

type flies, by way of a transgene, caused a sim-

ilar shift in the bacterial population. 

Additionally, enhanced growth of G707,

caused by production of antimicrobial pep-

tides in the gut, was detrimental to the host.

In the Caudal-RNAi flies, apoptosis of intes-

tinal cells in the gut increased and fly sur-

vival decreased. These changes required the

presence of G707 bacteria, because apopto-

sis and survival returned to near-normal lev-

els in germ-free animals (it is unclear how

this change in bacterial population induces

apoptosis). Whereas feeding germ-free ani-

mals G707 bacteria induced cell death and

mortality, feeding them “normal” microbiota

(that are resident in wild-type animals, such

as A911) did not induce cell death or changes

in host survival. Moreover, G707 fed to con-

ventionally reared animals (with normal gut

microbiota) did not induce any apoptosis.

Indeed, germ-free animals first colonized

with A911 did not support the growth of

G707 and did not exhibit cell death after

inoculation with G707. 

The experiments by Ryu et al. elegantly

demonstrate that the normal flora in the fly

gut is sufficient to suppress the growth of

pathogenic bacteria, a phenomenon referred

to as colonization resistance. In humans,

alterations in gut microbiota communities

(such as that following antibiotic treatment)

are theorized to lead to loss of colonization

resistance and the expansion of minor gut

microbial residents and other pathogens (12).

This failure of colonization resistance

has been linked to pathology induced by

Clostridium difficile as well as infections in

neutropenic patients. The data presented by

Ryu et al. clearly establish the important role

that microbiota play in their own proper

maintenance, the ability of this microbial

consortium to support and sustain health, and

the critical role that properly regulated host

immune responses play in supporting this

microbial consortium. 
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HAMLET: Do you see yonder cloud that’s

almost in shape of a camel?

POLONIUS: By th’ mass, and ’tis like a

camel indeed.

HAMLET: Methinks it is like a weasel.

POLONIUS: It is backed like a weasel.

HAMLET: Or like a whale.

POLONIUS: Very like a whale.

—William Shakespeare

M
ore than 20 years ago, Bednorz and

Müller discovered superconductiv-

ity in copper oxides at remarkably

high temperatures (1). Since then, physicists

have struggled to understand the mechanisms

at work. Recently, a set of experiments on

cuprates in high magnetic fields (2–6) has

completely changed the landscape of research

in high-temperature superconductors (HTSs).

In particular, the data suggest that the current

carriers are both electrons and holes, when in

fact the materials are “hole doped”—i.e., the

current carriers should be positively charged.

Moreover, the data cannot be reconciled with

an important theorem about how electrons are

organized in materials (7) unless one assumes

that the signals arise from a combination of

both holes and electrons. Until now, physicists

have not been able to decide whether the

cuprates, in Shakespeare’s terms, are camels

or whales; in fact, these experiments fore-

shadow a remarkable degree of simplicity in

these complex materials.

The cuprates start out as insulators and

become superconductors when doped with

additional charge carriers. These so-called

Mott insulators insulate by virtue of strong

repulsive Coulomb interaction and need not

break any symmetries in the lowest energy

state, the ground state. A symmetry of a system

is a transformation, such as a translation or a

rotation, that keeps it unchanged. Such a sym-

metry is said to be broken, or spontaneously

broken, if the system does not obey the symme-

try of the underlying fundamental physical

nature of the material; for example, a ferromag-

net breaks the spin-rotational symmetry with

its magnetization pointing in a definite direc-

tion. The notion of symmetry and broken sym-

metry finds many deep applications in physics. 

Soon after the discovery of the cuprate

superconductors, Anderson proposed (8) that

their parent compounds begin as a featureless

spin liquid that does not break any symme-

tries, called the resonating valence bond

(RVB) state: “The preexisting magnetic

singlet pairs of the insulating state become

charged superconducting pairs when the insu-

A combination of positively and negatively

charged current carriers may provide a key to

understanding cuprate superconductors.
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In the pocket. Electron states in cu-
prates, with constant energy curves
(black) plotted in momentum coor-
dinates (ak

x
, ak

y
) in units of h/a,

where h is Planck’s constant divided
by 2π, and a is the lattice spacing.
(Left) The Fermi surface separates
the occupied states (light blue) from
the unoccupied states (orange); the
latter can act as positively charged
carriers called holes. (Right) When
the material is “underdoped,” the
Fermi surface may reconstruct, which forms two hole “pockets” (adding the four halves) (orange) and one
electron “pocket” (adding the four quarters) (purple), as revealed by recent experiments.
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lator is doped sufficiently strongly” (8).

Unfortunately, experiments show that the

insulating phase is a simple antiferromagnet

in which the spins are arranged in antiparallel

manner, that is, with a broken symmetry. The

materials remain antiferromagnets for a range

of doping, and then, after a sequence of not

well understood states as a function of doping,

they become superconductors.

How this plays out experimentally can be

understood by looking at the Fermi surface, a

fundamental concept in condensed matter

physics. The Fermi surface differentiates the

occupied electronic states from the unoccu-

pied states (in coordinates of momentum

rather than “real” space). Electrons fill the

Fermi surface up to some highest occupied

energy called the Fermi energy (see the fig-

ure). The excitations from the Fermi surface

(e.g., when a current flows) are called Landau

quasiparticles (quasi, because they are combi-

nations or superpositions of real particles). 

The new experimental work (2–6) yielded

measurements of the oscillations that arise

from energy levels created by imposing a

magnetic field on the material (the Landau

levels). As the magnetic field is increased, the

highest fully occupied levels sweep past the

Fermi energy, and the system periodically

returns to itself, hence the oscillation in phys-

ical properties. The oscillations of the Hall

resistance (2, 4), capable of detecting the sign

of the charge carriers, seem to show the pres-

ence of electron and hole pockets in the Fermi

surface, suggesting that it undergoes some

kind of reconstruction. This requires a global

deformation of the Fermi surface, most likely

a broken symmetry, and is probably a general

feature of underdoped HTS materials.

One might complain that these high field

measurements are still considerably below

the upper critical field where superconduc-

tivity disappears (about 100 T or more) and

are affected by the complex motion of vor-

tices generated by the magnetic field. This

may be true, but quantum oscillations in

many superconductors are observed at fields

as small as half the critical field, with the

oscillation frequencies unchanged from the

nonsuperconducting state (with an increased

damping, however). It is also known that the

quasiparticles of HTSs do not form Landau

levels (9). Thus, it is very likely that the quan-

tum oscillation experiments are accessing the

normal state beyond the realm of supercon-

ductivity. But what kind of state? As the oscil-

lations definitively point to both electron and

hole pockets, it cannot be a conventional

Fermi surface, rather one that has undergone

a reconstruction due to a broken symme-

try at variance with the RVB picture (10).

We may be finally beginning to understand

these superconductors after two decades. The

fly in the ointment is the lack of observation of

electron and hole pockets in other measure-

ments in hole-doped superconductors (in angle-

resolved photoemission spectroscopy, for in-

stance) that are also capable of measuring

Fermi surfaces [see, however, the work on elec-

tron-doped materials (11)]. Missing so far in

experiments are also the higher frequency

oscillations that must arise from the hole pockets,

not just the electron pockets (4). With further

experimental work, we should be able to tell

just what kind of animal we are dealing with.
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F
or more than a decade, scientists have

attempted to use lasers to drive the selec-

tivity of chemical reactions, with mixed

success. On page 790 of this issue, Killelea and

co-workers report a successful realization of

this approach for a surface reaction (1). 

For laser-driven selective chemistry to

work, the laser must excite a particular vibra-

tional mode in a molecule, and the energy

must reside in that particular vibrational mode

long enough for the molecule to dissociate

and/or collide with another reactant molecule

or surface. However, the energy in multi-atom

molecules may be redistributed as a result of

coupling between the vibrational modes in the

molecule, and the excitation energy provided

by the laser frequently may thus reside only

transiently in the desired vibrational mode. As

a result, demonstrating bond-selective chem-

istry of polyatomic molecules has proved

harder to achieve than originally imagined (2).

Nevertheless, some success has been

achieved for gas-phase reactants. Nearly two

decades ago, Crim and co-workers described

the first example of a bond-selective bimolec-

ular reaction (3). When the authors selectively

excited the OH or OD stretch in monodeuter-

ated water (HOD) and then scattered the ener-

getic molecules from H atoms, they observed

two chemical reactions:

H + HOD → OD + H
2

(path A)

H + HOD → OH + HD (path B)

When the OH stretch was excited, path A

occurred more than 100 times as frequently as

path B; in contrast, excitation of the OD stretch

produced reaction products almost exclusively

via path B. The coupling between the OD and

OH stretches is small, so that the excitation can

be localized in a chosen vibration. 

Bond-selective chemistry on solid sur-

faces is expected to be more difficult to

achieve than that between gas-phase reactants,

because energy can easily dissipate via the

solid, and the coupling between the molecule

and the surface is therefore often strong.

Killelea and co-workers now greatly advance

the field by reporting the C-H bond–selective

dissociation in triply deuterated methane

(CHD
3
) on a Ni(111) surface. The dissociative

adsorption of methane (CH
4
), and hence the

breaking of a C-H bond, on nickel is an ele-

mentary and rate-limiting surface chemical

reaction used to produce molecular hydrogen

from natural gas. Because of the importance

of this reaction, there have been many studies

A clever experiment enables the selective

cleavage of a specific bond in a surface

reaction.
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of the reaction of methane with various metal

surfaces (4–10).

In their study, Killelea and co-workers

excited the C-H bond in a CHD
3

molecule

using an infrared laser. They varied the trans-

lational energy of the molecules independ-

ently. In this case, the energized vibration is

sufficiently long-lived for

almost all vibrationally ex-

cited molecules to collide

with the surface before de-

excitation; coupling to other

vibrational modes in the

molecule is minimal. For

impulsive (or direct) scat-

tering of the molecule, the

interaction time is compara-

ble to a single vibrational

period. But how can poten-

tial bond-selective chem-

istry be detected?

Previous researchers sim-

ply measured the amount of

carbon adsorbed to the surface from complete

dissociation of the methane, but this method

cannot be used to establish which bond was

broken first. Instead, Killelea and co-workers

exploit the fact that—if the excited molecules

dissociate in a bond-selective manner—one

would expect enhanced cleavage of the C-H

bond in the excited CHD
3

(compared to the

unexcited molecule), because this bond is in

an excited state. The authors make use of two

key studies conducted by Ceyer and co-work-

ers (6, 7) to devise their detection scheme.

Ceyer and co-workers showed that imping-

ing translationally energetic methane on

Ni(111) at 150 K led to stable adsorbed methyl

(CH
3
) groups and hydrogen adatoms on the

surface (6). In a later study, they first placed

deuterium (D) below the surface (by exposure

to a D atom source with subsequent exposure

to an energetic rare-gas beam to remove sur-

face-adsorbed D) and then exposed the surface

to the energetic methane beam. Subsequent

heating of this surface produced only DCH
3
;

that is, the adsorbed H atom from methane dis-

sociation did not recombine with the methyl

group to form CH
4
. 

Using this knowledge, Killelea et al. cre-

ated a Ni(111) sample populated mostly by

subsurface D and held this sample at 120 K

before impingement by either their CHD
3

beam with the excited C-H stretch or the unex-

cited CHD
3

molecular beam. If the C-H bond

cleaved during impingement, a subsequent

temperature-programmed reaction measure-

ment would yield CD
4

(20 atomic mass units).

In contrast, if a C-D bond in the CHD
3

mole-

cule was broken, the subsurface D atom would

react with the doubly deuterated surface

methyl group (CHD
2
) to yield CHD

3
(19

atomic mass units). Thus, by comparing the

relative amounts of 20 and 19 atomic mass

units produced, the efficacy of bond-selective

dissociation could be determined. The rela-

tive yield of C-H bond cleavage in the excited

molecules increases by more than a factor of

90 compared to that in the unexcited

molecules—a clear demonstration of

bond-selective surface chemistry.

These exciting results suggest other

interesting experiments investigating

bond-selective surface chemistry. What

would be the fate of a molecule with an

excited, long-lived vibrational mode that was

physically adsorbed on the surface (and hence

interacts much longer with the surface)?

Physically adsorbed (that is, van der Waals–

bound) species are often precursors to disso-

ciative chemisorption in catalytic reactions

(8–10). Would the solid surface perturb the

physically adsorbed molecule sufficiently to

induce additional redistribution of the energy

within the molecule? Would the surface

quench the energy too rapidly for reaction to

occur via strong coupling to the solid? For

molecular species covalently bound to the sur-

face, the coupling is indeed too strong and the

lifetime of the localized excitation is much

too short; however, for physically adsorbed

species (such as methane), the coupling will be

much weaker, and bond-selective chemistry

may indeed be possible.

References and Notes
1. D. R. Killelea et al., Science 319, 790 (2008).
2. R. N. Zare, Science 279, 1875 (1998).
3. A. Sinha et al., J. Chem. Phys. 92, 6333 (1990).
4. C. T. Rettner et al., Phys. Rev. Lett. 54, 2716 (1985).
5. R. R. Smith et al., Science 304, 992 (2004).
6. M. B. Lee et al., J. Chem. Phys. 85, 1693 (1986).
7. A. D. Johnson et al., Science 257, 223 (1992).
8. D. C. Seets et al., J. Chem. Phys. 107, 3986 (1997).
9. D. C. Seets et al., C. B. Mullins, J. Chem. Phys. 107,

10229 (1997).
10. G. O. Sitz, C. B. Mullins, J. Phys. Chem. B. 106, 8349

(2002).
11. We gratefully acknowledge the support of the NSF, the

U.S. Department of Energy, and the Defense Threat
Reduction Agency.

10.1126/science.1153906

737

Cutting in the right place. Bond-selective
chemistry using lasers has been difficult to
achieve. Killelea and co-workers now show
how the C-H bond in the triply deuterated
methane molecule, CHD

3
, can be cut selec-

tively. Preparation of the surface before
exposing it to the selectively excited CHD

3

molecules is key to detecting the selectivity.
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Flexible batteries are under development for use in bendable electronic equipment.

Toward Flexible Batteries
Hiroyuki Nishide and Kenichi Oyaizu
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T
he design of soft portable electronic

equipment, such as rollup displays

and wearable devices, requires the

development of batteries that are flexible.

Active radio-frequency identification tags

and integrated circuit smart cards also

require bendable or flexible batteries for

durability in daily use. Several routes toward

the development of flexible batteries are

being explored. Some involve batteries

made mostly or entirely from plastic, with

the added advantage of avoiding ignitable

and toxic substances such as lithium and

lead. An inorganic primary battery that can

be bent like a piece of paper has been devel-

oped for disposable-card applications (1, 2).

However, primary batteries produce current

by a one-way chemical reaction and are not

rechargable; their usefulness of in portable

electronic equipment is therefore limited.

Rechargeable secondary batteries are gener-

ally used to power portable equipment.

There have been recent efforts to make

secondary lithium-ion batteries into thin

films while maintaining their high energy

capacity (3).

Making a bendable lithium-ion battery

requires the development of soft elec-

trode-active materials, such as metal oxide

nanoparticles or nanocoatings for cathodes

and lithium foil or nanocarbon materials

for anodes (4, 5). Virus-templated Co
3
O

4

nanowires have been shown to improve the

capacity of thin, bendable lithium-ion bat-

teries (6). The charging/discharging process

of batteries is generally dominated by the

electron and counterion transport at the sur-

face of the electrodes. By using nanostruc-
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tured inorganic materials, the rates of

the electron and counterion transport are

increased. The nanostructured inorganic

materials are also soft and bendable, helping

in the development of bendable lithium-ion

batteries. However, transport rates at inor-

ganic electrodes are often limited by the

slow kinetics of ion intercalation and migra-

tion in these materials (7). The transport

properties have been improved somewhat by

using nanoarchitectured electrodes with

large surface areas (8).

Plastic batteries using organic electrodes

have inherent advantages over lithium-ion

batteries, because the organic materials are

flexible and their properties can be tuned

through chemical synthesis. Several avenues

toward such batteries have been explored,

and test batteries have been demonstrated. 

Research on plastic batteries has a long

history, which began with the discovery of

the electric conductivity of doped poly-

acetylene in the late 1970s. However, early

attempts to develop organic polymer bat-

teries based on polyacetylene (9) did not

lead to commercialization because of the

chemical instability of the doped and vir-

gin polyacetylene. Electrically conducting

polymers—such as polyaniline, polypyr-

role, and their derivatives—have also been

examined as electrode-active materials, on

the basis of their reversible electrochemi-

cal doping behaviors. However, no suc-

cessful battery will emerge from this work,

because the doping levels are insufficient,

the resulting redox capacities are low, and

the doped states are not chemically stable,

leading to self-discharge and degradation

of the rechargeable properties of the result-

ing batteries.

Another effort to making plastic batteries

uses an electrolyte layer sandwiched be-

tween thin layers of polymers that have low

conductivity but incorporate redox-active

groups, with a view to increase the overall

redox capacity of the battery (see the fig-

ure). In this case, the polymer backbones

provide a matrix, rather than a conducting

path, to interconnect innumerable redox

sites for the hopping of electrons by a self-

exchange mechanism, resulting in the stor-

age and transport of charge in a homoge-

neous solid. However, concurrent chemical

reactions such as chemical bond cleavage

and formation, accompanied by the redox

reaction of closed-shell molecules, gener-

ally result in an electrochemically irre-

versible reaction characterized by slow

kinetics (10, 11). Organic electrode reac-

tions have to be reversible in order for

organic batteries to be developed that can

be rapidly charged and discharged with a

large current.

Another approach to the development of

organic electrode-active materials is based

on the large redox capacity of aliphatic

redox polymers, which are densely popu-

lated with pendant redox-isolated sites

(12, 13). Purely organic polymers based on

open-shell molecules called radicals have

also been studied. These radi-

cals, such as nitroxides and

galvinoxyls, allow fully re-

versible one-electron redox

reactions featuring fast elec-

trode kinetics, reactant recy-

clability, and high redox

capacity. The radical polymers

act as both cathode- and anode-

active materials, because their

redox potentials can be tuned

by varying the organic sub-

stituents (14). These “radical

polymer batteries” can be

charged in less than 30 s, can

generate burst power at rated

voltages, and can be trans-

formed into completely flexi-

ble, foldable, and semi-trans-

parent batteries (15).

The technologies of lithium-

ion batteries are regarded as

mature, but they have limita-

tions because of safety con-

cerns (prompted by accidents

involving ignition and explo-

sion) and because it is very difficult to make

highly flexible lithium-ion batteries. Com-

pared with their inorganic counterparts,

plastic batteries are safer, adaptable to both

roll-to-roll and inkjet printing processes,

and comparatively easy to dispose (they can

be burned away without toxic gas and ash

formation); furthermore, they can be fabri-

cated from less-limited resources. Plastic

batteries are intrinsically more bulky than

lithium-ion batteries. However, if the bat-

teries are sufficiently light, flexible, and

environmentally benign, then bulkiness will

not be a significant problem. We may then

see the commercialization of flexible plas-

tic batteries for use in electronic equipment. 
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CITIES ARE NOW HOME TO HALF OF THE WORLD’S 6.6 BILLION HUMANS. BY 2030, 
nearly 5 billion people will live in cities. This special issue explores the enormous

implications of the mass embrace of city life. News articles offer a look at how cities

are tackling specific problems, a set of Reviews and Perspectives examines trends and

demographics arising from the urban transformation.

As Grimm et al. (p. 756) show, cities are hot spots of production, consumption,

and waste generation. Already, according to the United Nations, cities are respon-

sible for 75% of global energy consumption and 80% of greenhouse gas emis-

sions. Without careful investment and planning, megacities (those with more than

10 million inhabitants) will be overwhelmed with bur-

geoning slums and environmental problems. There are

advantages to city life, such as the relative proximity of

health care (Dye, p. 766) and jobs. However, Mace (p.

764) describes continuing costs in terms of fertility, and

Bloom et al. (p. 772) challenge a commonly accepted

perception that urbanization fuels economic growth.

Cities have taken novel approaches to dealing with

urbanization. A News article (p. 740) explores how the Chinese government is

encouraging a variety of schemes, including the development of “eco-cities.” Other

News items highlight success stories, including Bogotá’s reduction of traffic fatalities

(p. 742), London’s reduction of traffic jams (p. 750), and Mexico’s efforts to alleviate

urban poverty (p. 754). 

The pace of urbanization is accelerating throughout the developing world

(Montgomery, p. 761). One of the most pressing issues for these cities is the provi-

sion of clean water and sanitation. News articles feature three cities with different

solutions: Durban (p. 744), Salvador, (p. 745), and Phnom Penh (p. 746). Some-

times, however, a lack of money and powerful lobbies can thwart the best intentions,

as people in Kolkata have learned as they try to clean up their city’s foul air (p. 749).

How will cities evolve? Batty (p. 769) shows that in spite of the apparently amor-

phous growth of urban sprawl, resilient patterns emerge. He advocates the use of

complex systems analysis in future urban planning. Preparing for natural disasters,

and recovering from them, will also challenge planners—especially because many of

the world’s largest cities lie on coasts and are vulnerable to flooding as the climate

warms (p. 748). 

Someday, cities may grow their own crops and raise their own livestock in vertical

farms (p. 752). Next-generation hybrid cars could help cut greenhouse gas emissions

(p. 750). A more distant dream is a “supercity” that relies on superconducting elec-

tricity cables and liquid hydrogen for its energy needs (p. 753). Futuristic concepts,

perhaps, but the time has come for a radical rethink of our concept of cities and their

place in the global environment.

–CAROLINE ASH, BARBARA R. JASNY, LESLIE ROBERTS, 

RICHARD STONE, ANDREW M. SUGDEN
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CHONGMING ISLAND, CHINA—Standing in

a sea of marsh grass at the eastern tip of

Chongming Island, in the mouth of the

Yangtze River, it’s easy to forget that this

wilderness lies within the boundaries of

Shanghai municipality. Tidal mud flats, feed-

ing grounds for migratory birds on the East

Asian–Australasian Flyway, reach toward

the East China Sea as far as the eye can see. A

million shore birds pass through every year,

including the endangered black-faced spoon-

bill. To the west, scattered sparsely across the

1041 square kilometers of Chongming, the

world’s largest alluvial island, are villages,

paddies, and orchards.

Shanghai is about to burst another seam

and spill onto this peaceful isle. A bridge-

tunnel link scheduled for completion in

2009 will turn a torturous 3-hour car-and-

ferry trip from downtown—just over the hori-

zon to the south—into a 30-minute commute.

And with well over 300,000 new residents

each year swelling one of the world’s biggest

cities—Shanghai has more than 17 million

inhabitants—development of Chongming’s

wide-open spaces is inevitable.

Shanghai is hoping to show that develop-

ment can be environmentally responsible with

the world’s f irst “carbon neutral” city, in

which carbon emissions would be completely

offset by carbon absorption. Construction of

Dongtan Eco-city will begin early this year on

land adjacent to Chongming’s wetlands.

Dongtan’s backers hope it will offer a new

model that contrasts with China’s haphazard

urbanization of the past 2 decades. Some plan-

ners familiar with practices here, however,

wonder if Dongtan’s ambitious aims can be

fully realized.

Dongtan is one of a half-dozen or so eco-

cities on the drawing boards as Chinese lead-

ers cope with one of the fastest urbanization

rates in the world. The leadership now realizes

that unchecked urban sprawl threatens the

country’s environment and security, says Niu

Wenyuan, chief scientist of China’s sustain-

able development strategy program and a

counselor of the State Council. As a result, he

says, the country is striving for three “zero

net-growth rates”: the population by 2020,

urban energy consumption by 2035, and

urban ecological degradation by 2050. “We

still have a long way to go,” Niu said at the first

Xiamen International Forum on Urban Envi-

ronment in Xiamen, China, last November.

This may be China’s last chance to get

urbanization right, says Qiu Baoxing, vice

minister of construction. “If China chooses

the wrong [urbanization] model,” he says, “it

will [impact] the entire world.”

Much of the developing world is urban-

izing rapidly, but China’s sheer numbers

make the stakes here higher. China now has

670 cities, up from 69 in 1947 and 223 in

1980. According to United Nations statis-

tics, China has 15 of the world’s 100 fastest-

growing cities with a population of a mil-

lion or more (based on population growth

between 1950 and 2000); India, next on the

list, has eight. China has 89 cities with a

population of a million or more. The United

States has 37 and India 32.

The government estimates that 44% of

China’s population now lives in cities, but

that figure does not include migrant work-

ers registered as residing in rural areas. If

they are included, “China’s real urbaniza-

tion rate is already around 50%,” says Deng

Wei, an urban economics specialist at

Tsinghua University in Beijing. By 2020,

some 60% of the population will live in

cities, according to government estimates.

Each year, about 12 million farmers move

to cities, Niu says: “The biggest agrarian

With millions of farmers each year moving to its 
burgeoning cities, China is searching for novel ways to
expand urban areas while conserving natural resources

CHINA’S LIVING LABORATORY IN URBANIZATION

Published by AAAS



society in the world is becoming the biggest

urban society in the world.” 

The implications are enormous. “Urban-

ization concerns the use of resources, human

lifestyles and culture, economic efficiency,

modernization, the welfare system, every-

thing,” says Qiu, an expert in economics and

urban planning. According to Zhao Jinhua of

the Massachusetts Institute of Technology in

Cambridge, China’s cities weren’t designed

to accommodate breakneck growth, which

leads to chronic problems such as water and

housing shortages.

Throughout the world—China is no excep-

tion—city dwellers are typically

wealthier, consume more, and pro-

duce more waste, including green-

house gases, than people in rural

areas. If China has not already done

so, it will soon surpass the United

States as the largest emitter of carbon

dioxide. A large share comes from

coal-fired power plants, but tailpipe

emissions are an increasing contribu-

tor, especially in cities, Qiu says.

A generation ago, China’s urban-

ites overwhelmingly relied on bikes

and public transportation, Zhao says.

But starting in the 1980s, haphazard planning

spawned economic zones tailored for manu-

facturing but with minimal housing or shop-

ping areas and bedroom communities with

few job opportunities—all of which encour-

aged commuting by car. Then in the 1990s,

dozens of “new towns” sprang up on the out-

skirts of cities, most “designed with the car as

the dominant mode of transportation,” says

Zhao, who is also executive commissioner of

the China Planning Network, an organization

of Chinese and overseas scholars who study

China’s urbanization.

Well-intentioned development has exac-

erbated the problem.

Beijing’s ring roads, for

example, were supposed to

ease crosstown traff ic but instead

have accelerated sprawl and private-car use,

Qiu says. In some areas, bicycle lanes and

the median strips that once separated them

from traffic were sacrificed to make more

room for cars.

Well-planned cities could ameliorate

these problems. That means “dense and

diverse” cities, Qiu says. Packing more peo-

ple per square kilometer makes public trans-

portation more feasible, he says. Apartments

use resources, including energy,

more eff iciently than detached

houses. Diversity entails what plan-

ners call mixed-use—an inter-

mingling of residential, shopping,

and office areas that creates oppor-

tunities for walking or biking to

shops or work. The construction

ministry and local governments are

also encouraging a nascent “green

building” movement that seeks to
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For the birds. Dongtan aims to protect

an adjacent waterfowl refuge.

Eco-wonder. Shanghai hopes 
its Dongtan Eco-city will be 

the world’s first carbon-neutral 
urban development.
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LONG BRANDED AS ONE OF THE WORLD’S MOST DANGEROUS CITIES,
Bogotá, Colombia, has won plaudits for cutting its murder rate by more than
70% during the past decade. But this city of 7 million people has received far
less attention for a dramatic decline in a more com-
mon danger that plagues urban areas everywhere:
traffic-related injuries and deaths.

With a combination of innovative education
campaigns, an overhaul of its public transporta-
tion system, strict law enforcement, and redesign
of streets and highways, Bogotá has made mov-
ing from place to place safer and more efficient.
“In 1997, everything was a mess and we were los-
ing the battle,” says Dario Hildalgo, a trans-
portation engineer from Bogotá who is now with
the World Resources Institute in Washington,
D.C. “To solve the problems, we needed a mira-
cle. The miracle happened.”

Mark Rosenberg, the former head of injury pre-
vention at the U.S. Centers for Disease Control and
Prevention in Atlanta, Georgia, says Bogotá is a
model for the world. “Bogotá is not unique in hav-
ing this problem, but it is unique in solving it,” says
Rosenberg, who now heads the nonprofit Task
Force for Child Survival and Development in
Decatur, Georgia. 

In a 2004 report, the World Health Organiza-
tion and the World Bank blamed 1.2 million deaths
and some 50 million injuries each year on road
crashes. For people between the ages of 10 and 24,
traffic injuries are the leading cause of death
worldwide. The report projected that without major

changes, deaths and injuries would increase 65% by 2020. “We have
interventions that work, and we know how to bring the rates down,” says
Rosenberg. “There’s no other opportunity like this in public health. It’s as

good as the best vaccines. But we need the
resources”—and political will.

Rosenberg, Hildalgo, and others laud the
aggressive and creative efforts of mayors Antanas
Mockus and Enrique Peñalosa, who alternately ran

the city from 1995 to
2003. Mockus, a former
mathematician and
philosopher, famously

painted zebra stripes at intersections and
employed mimes to shame bad behavior, pretend-
ing to pull on vehicles, for example, that blocked
crosswalks at red lights. “The city was a very funny
place,” says Francisco José Fernandez, head of the
Road Accident Prevention Fund, a private group
supported by a special tax on car insurance. But
Mockus had serious aims and some decidedly
unfunny interventions. For one, he fired approxi-
mately 2000 traffic police. “The police department
that was working on traffic was very corrupt,” says
Fernandez, who served as secretary of transit when
Peñalosa took over in 1998. 

Peñalosa, an erstwhile journalist, built on
Mockus’s efforts. Bogotá hired an army of 1000 to
confront pedestrians who ignored red lights,
cracked down on drunk drivers, built bicycle-only
lanes, installed new signals, and restricted each
car’s access to the city center to 2 workdays a week.

Cities

make better use of energy, water, and materi-

als to minimize a building’s environmental

impact throughout its life cycle. These trends

are converging in plans for several eco-cities,

the most notable being Dongtan.

From the outset, the Shanghai govern-

ment, which owns the site, has viewed

Dongtan as an “eco demonstrator” of urban

development existing in harmony with the

environment—even on an ecological treas-

ure like Chongming. “This is not just about

saving energy or saving water,” says Roger

Wood, a partner in the engineering consult-

ing firm Arup in London that is in charge of

Dongtan’s master planning. “It is about a

holistic approach that goes right through the

social, governance, education, transporta-

tion, wastewater issues—all the things that

actually make a community.”

Dongtan will rise on a portion of an

86-square-kilometer strip of Chongming

owned by the municipal government’s Shang-

hai Industrial Investment Corp. The city wants

housing for 10,000 residents completed in

time for Shanghai’s 2010 World Expo, which,

appropriately, will explore the theme “Better

City, Better Life.” The goal of the start-up

phase, scheduled for completion by 2020, is a

community of 80,000, businesses providing

50,000 jobs, and shops, entertainment, and

cultural amenities that offer residents every-

thing they need in Dongtan, although it’s

expected that some people will commute to

Shanghai and some nonresidents will work in

Dongtan. Eventually, the Eco-city could be

extended to cover 30 square kilometers and

house half a million people.

The investment corporation instructed

Arup to minimize the project’s ecological

footprint: the land and water areas needed to

provide Dongtan’s resources and absorb

waste. Using established technologies, the

planned ecological footprint could be less

than half that of a comparable conventional

city, Wood says. Buildings will be properly

insulated and rely on low-energy lighting

and appliances. A double-piping system will

provide drinking water and treated waste-

water to flush toilets and irrigate vertical

farms (see p. 752). The initial target is that

no more than 10% of Dongtan’s trash will

end up in a landfill; planners would like to

eventually make it the world’s f irst zero-

waste city. Most Chinese cities dump about

90% of their waste and burn the rest.

A second requirement is that all energy

consumed in Dongtan comes from renewable

sources. Solar panels, wind turbines, and a

biomass cogeneration plant, fueled by rice

husks, will generate electricity for power,

heating, and cooling. Husks, currently burned

or dumped, will be collected from throughout

the Yangtze delta.

P
H

O
T

O
: 
C

O
U

R
T

E
S

Y
 O

F
 E

L
 T

IE
M

P
O

; 
S

O
U

R
C

E
: 
R

O
A

D
 A

C
C

ID
E

N
T

 P
R

E
V

E
N

T
IO

N
 F

U
N

D

With humor, education, and tough laws, this Colombian city has dramatically reduced traffic injuries and deaths

Calming Traffic on Bogotá’s Killing Streets

Silent treatment.

Bogotá used mimes to

shame traffic violators.
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Bogotá Traffic Safety History

Accidents Deaths Injuries

1998 52,764 914 21,053

1999 52,327 872 22,035

2000 48,337 823 22,035

2001 42,776 764 24,265

2002 41,615 604 22,289

2003 40,175 759 22,884

2004 43,000 666 24,532

2005 35,838 564 17,249

2006 35,585 553 17,815

2007* 31,083 486 15,029

* Through October.
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Perhaps most important, Peñalosa championed a new bus
rapid transit system modeled after the widely celebrated one in
Curitiba, Brazil. At the time, Bogotá relied on several bus com-
panies that clogged the roads and vied for passengers.
Peñalosa oversaw development of a bus rapid transit system
called TransMilenio that has dedicated lanes. He also forced
companies to work together by bidding for contracts and shar-
ing revenue. Although Peñalosa met strong resistance,
Hildalgo, who worked on TransMilenio, says the mayor told the
bus companies, “I’m doing this with you or without you.” When
Peñalosa’s term ended in 2001, Mockus was reelected and
continued the traffic reforms.

Today, TransMilenio has only about 25% of its projected
388 kilometers in operation—funding shortfalls have slowed
completion—but accounts for 18% of the transit trips in the
city and moves 1.3 million passengers a day. The $750 million
system has shaved about 15 minutes off the average trip,
according to TransMilenio data, and has reduced emissions by
replacing 1500 obsolete buses with a new fleet.

TransMilenio is one element in a broad push to improve traffic safety.
Along the TransMilenio route, injuries plummeted from 18 a week in 1998
to four in 2002, notes Hildalgo. In Bogotá at large, accidents and traffic-
related injuries and deaths all steeply dropped between 1998 and 2006 (see
table, p. 742).

Bogotá proves that even cash-strapped cities can improve traffic safety,
Rosenberg says: “Traffic deaths are not an essential consequence of growth
and development.”

Elsewhere, Sweden has paced the field with technologies—such as
road dividers made of Mylar—and traffic-slowing strategies as part of
Vision Zero, a project launched in 1997 to eliminate traffic deaths and
injuries in that country. Traffic deaths, which already were low by interna-
tional standards, by 2006 had dropped by 20%. “Probably the most
important measure for bringing down the death rate is to build safer roads
so when people make mistakes in driving they’re not penalized with their
lives, and they did this in Sweden,” says Rosenberg. Norway and Australia
now have similar programs. 

In April 2006, the World Bank launched the Global Road
Safety Facility to help low- and middle-income countries reduce traffic-
related injuries and deaths. The fund hopes to spend $30 million per year, 
but to date, donors have contributed just $12 million. “It’s nothing,” 
complains Rosenberg.

As much progress as Bogotá has made, it, too, faces costly obstacles to fur-
ther improving its traffic safety. The new mayor, Samuel Moreno Rojas, has
promised to build a traditional rail system, an idea that the public likes but
that some transportation experts worry will inevitably delay the completion of
the much cheaper TransMilenio routes. And although use of private cars has
dropped, motorcycles are increasingly popular and now are involved in
51% of all fatal crashes. “Motorcycles right now are a nightmare,” says
Fernandez. Improving motorcycle safety, he says, will require intensive courses
for riders, more complex licensing tests, and stepping up enforcement—all of
which cost money. “Bogotá is much more friendly now than it was 10 years
ago,” says Fernandez. “But there are a lot of things to do.”
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Fast lane. Bogotá

reduced traffic injuries

and deaths by replacing a

chaotic, competitive bus

system with TransMilenio,

which moves more rapidly

and pollutes less.
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The plan also calls for all vehicles in

Dongtan to have zero tailpipe emissions. That

will be a stretch technologically, and it will

require a mind shift in middle-class aspira-

tions. Dongtan planners hope to reduce

dependence on private autos with apartment

buildings laid out in clusters so that all resi-

dents are within a 10-minute walk of a shop-

ping center and public transportation, which

could be pollution-free fuel-cell buses or elec-

tric light rail.

Cars running on fossil fuels cannot achieve

zero tailpipe emissions, so conventional cars

would have to be parked outside city limits.

Dongtan residents who wish to drive in town

will have to use hydrogen fuel-cell or electric

vehicles. However, such vehicles that match

the performance and affordability of conven-

tional cars are years if not decades away. Zhao

wonders if enough people will be willing to

give up the dream of owning a car and a

detached home. One unresolved issue likely to

affect car use is whether the rail line connect-

ing Chongming to downtown Shanghai will

extend to Dongtan. Deng says previous new

towns lacking good public transportation

links ended up encouraging private-car use.

There are other concerns. Zhu Dajian, an

economist who studies sustainability at Tongji

University in Shanghai, says it will be a chal-

lenge turning Dongtan’s impressive plans into

reality without compromises: “The key issue is

that the implementation is often out of the con-

trol [of the designers].” Zhu adds that although

some of Dongtan’s concepts and technologies

could be put to use in other projects, he thinks it

will be difficult to copy the model wholly

because of Shanghai’s financial and institu-

tional support for Dongtan. (Officials at Arup

say they are unable to disclose estimated costs

or how the costs compare to those of a conven-

tional new town.)

As they wait for Dongtan to materialize,

planners welcome growing efforts to reduce

energy and resource use, a trend that Qiu says

will be furthered by several new national laws

on planning and energy consumption. In

addition, Shanghai, to alleviate traffic and

promote mass transit, is considering a toll

system on private cars entering downtown,

similar to schemes in London and elsewhere

(see p. 750).

China’s urban planners realize that eco-

cities, redevelopment projects, and green

building efforts must be scrutinized to deter-

mine how well they enhance livability and

reduce environmental costs, Qiu says. With so

many cities growing so rapidly, China is

already a laboratory for urbanization. Now it

is poised to become an experiment in innova-

tive urban planning as well.

–DENNIS NORMILE

With reporting by Richard Stone in Xiamen.
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DURBAN, SOUTH AFRICA—Swerving around
a muddy puddle in his old Toyota, Lucky
Sibiya cruises past a row of shacks in Cato
Crest and stops in front of a postlike water dis-
penser, where a Zulu man is filling a 10-liter
bucket. Nearby, a plastic roof tank is supplying
water to the shack below, and, down the street,
a woman is adjusting the water flow from a
barrel-shaped tank perched on an old tire in
front of her home. “That water is clean,” says
Sibiya, and for every household, 200 liters a
day is free.

Sibiya advises communities such as Cato
Crest—one of Durban’s poorest neighbor-
hoods—about how to get the most out of the
city’s eThekwini Water and Sanitation Unit.
Fifteen years ago, when engineer Neil
Macleod became head of the unit, Durban’s
water services reflected the apartheid divide
that had split South Africans for decades. The
wealthiest residents had First-World water
service; the middle third had access to basic
water and sewerage; and the poorest third in
the slums and semirural areas drew water from
muddy streams. Soon after majority rule began
in 1994, indigent South Africans began to
clamor for the services that they had long been
denied. Macleod’s department confronted the
challenge of rapidly expanding water and san-
itation services in “township” settlements
while keeping its budget afloat.

At the time, a quarter of a million house-

holds in the Durban area had no access to clean
water or sanitation. To jump-start improve-
ments, Macleod got permission from the city
in 1996 to provide a daily 200-liter water
ration—a policy that became a national goal.
Although water dispensed from standpipe
posts remains free of charge, valves were
installed to limit waste. Workers ran plastic
piping into poor settlements and installed
meters for household tanks. Families can have
the spigot turn off at 200 liters or pay a metered
rate beyond that limit.

The laborious pipe-laying took time, and
sanitation lagged even further behind. A
cholera outbreak in Durban in 2000, which
killed more than 70 people and infected tens of
thousands in poor neighborhoods, increased
pressure on Macleod’s unit to speed up water
service and sanitation improvements.  

Today, all but 120,000 of Durban’s 3.5 mil-
lion residents have access to clean water—at
the very least, within a 200-meter walk. (A
decade ago, some residents had to haul water
as far as a kilometer.) All households should
have water by the end of this year, says
Macleod, but it will take 2 more years to make
sure everyone has access to a proper toilet.
“Water is relatively easy compared to the chal-
lenges of sanitation,” says Macleod.

To tackle that problem, eThekwini Water is
replacing the old “pit toilet” outhouses in
many poor neighborhoods. At the time of the

2000 cholera epidemic, there were about
100,000 pit toilets in Durban, which posed
disease-transmission problems when they
were full. And they often were, because the
hilly areas on the outskirts of the city are
inaccessible to vacuum tankers that pump out
deep pits. In 2003, Durban officials pledged to
empty the communal pits every 5 years, and
they started to research better options.

The best solution so far is urine-diversion
(UD) double-pit toilets, which separate urine
from feces to allow the latter to dry and
decompose faster. UD toilets have shallower
pits and are less costly to empty than conven-
tional pit toilets. During the past few years,
eThekwini has replaced nearly 60,000 pit out-
houses with UD toilets. The utility also com-
missioned research into the health and envi-
ronmental impact of the new toilets. Starting
in 2006, eThekwini has given about $300,000
a year to the Pollution Research Group of
the University of KwaZulu-Natal (UKZN)
in Durban to study issues such as whether
UD solid waste can be used as fertilizer. Early
results are promising, says UKZN biologist
Mike Smith.

Another project, funded by eThekwini
and the World Health Organization, assessed
the health benefits of better water and sani-
tation. For 12 weeks, public health workers
surveyed more than 1300 households in
Durban’s poor areas—half with UD toilets

By providing clean water and improved toilets 
in “township” settlements, Durban is tackling 
one of the remaining vestiges of apartheid

Clean water. A Zulu boy uses a new water 
dispenser to fill a bucket in one of Durban’s 
semirural settlements.

Durban’s Poor Get Water Services Long Denied
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and half without—questioning each house-

hold every 2 weeks and recording episodes of

diarrhea, vomiting, worms, and skin infections.

Preliminary results suggest a 30% reduction

in diarrheal diseases among households with

UD toilets compared with similar house-

holds using pit toilets, says Stephen Knight

of UKZN’s Nelson R. Mandela School of

Medicine, who worked on the project with

eThekwini’s environmental health depart-

ment and the Swedish Institute for Infectious

Disease Control. Access to UD toilets helped

avert an average of one diarrhea episode per

person every 2 years, with the benefits of

good sanitation three times greater for chil-

dren under age 5 than for other age ranges,

according to findings presented at a waste-

water management conference last summer. 

EThekwini has won wide acclaim and

some criticism. Patrick Bond, director of

UKZN’s Centre for Civil Society, contends

that eThekwini’s guarantee of a small amount

of free water disguises the fact that it has raised

water prices for people who use more than the

free 200 liters. Many poor people “can’t afford

to pay the high costs,” Bond says. He also

accuses the utility of disconnecting too many

customers for not paying their water bills.

EThekwini’s deputy head for customer

services, Michael Singh, says water policy

“has been focused on marginalized and

poor communities” and its new debt-relief

program forgives past debts if customers

meet their monthly bills for 20 months in a

row. Although Macleod concedes that water

prices have risen, he claims that eThekwini

has set a standard among South African

cities: “We are on track now to give every-

one access to a basic level of services—

water and sanitation—within 2 years. Not

many other cities on this continent can

say that.” –ROBERT KOENIG
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FECES HAPPEN. AND WHEN MILLIONS OF PEOPLE LIVE IN THE SAME

city, a lot of it happens every day; and if it isn’t properly disposed of, the
health of the population goes down the toilet.

Throughout the world, more than 2 billion people lack proper sanita-
tion, which is integrally tied to water supply for both personal hygiene and
sewage systems. In all, 1.6 million children die each year from related
diarrheal diseases, making it the third leading cause of mortality in chil-
dren under age 15 in middle- and low-income countries. “Third World
cities have a huge internal environmental problem created by fecal con-
tamination that needs to be solved,” says epidemiologist Mauricio Barreto
of the Federal University of Bahia in Salvador, Brazil.

Project after project has demonstrated that cleaner water, proper sani-
tation, and hygiene education can improve the health of communities. Yet
few studies have measured the impact of interventions citywide, and none
has focused on sanitation, says Barreto. Now, an ambitious project in Sal-
vador that he led claims to have done just that, documenting for the first
time the health benefits of expanding sewer systems.

A decade ago in Salvador, 80% of the 2.5 million residents had flush toi-
lets in their homes. Outside of wealthy neighborhoods, however, few toilets
were linked to sewers; nearly three-fourths of the residents relied on septic
tanks or, more commonly, flushed waste into creeks, streets, and the like. In
1996, the city received a loan from the Inter-American Development Bank
and invested about $220 million in a project that laid 2000 kilometers of
sewer pipes for more than 300,000 homes. “Very few cities in the world have
made an investment in sanitation on this scale in such a short time,” says
Barreto. “We saw it as a great opportunity to see the effects on health.”

As Barreto and co-workers explained in the 10 November 2007 issue of
The Lancet, they recorded cases of diarrhea in 841 children before the
intervention and in 1007 other children after the pipes were laid. The chil-
dren, who were no more than 3 years old and had similar living conditions
in 24 sentinel areas, were followed for more than 6 months by fieldwork-
ers who came to their homes twice a week. Citywide, diarrhea dropped
22%, and it fell 43% in neighborhoods that had the highest diarrheal
prevalence before the intervention. Neither the researchers nor the city
provided hygiene education, and hygiene behavior did not explain differ-
ences in diarrhea prevalence. The study team concluded that the sewage
hookups primarily prevented transmission of diarrhea by reducing expo-

sure to feces in the “public domain”—that is, in open sewers. “[The bene-
fit] wasn’t dependent on whether your house had a connection,” explains
co-author Sandy Cairncross, a water engineer at the London School of
Hygiene and Tropical Medicine in the U.K. “It was the extent of coverage of
sewers in your neighborhood to which people could connect.”

Demographer Narayan Sastry of the University of Michigan, Ann Arbor,
commends the researchers but questions whether the findings will apply
elsewhere. He notes that other cities in Brazil have much higher connec-
tion rates to sewer systems and that it’s easiest to see a dramatic impact in
areas where none existed, as in some of the sentinel areas in Salvador.

Brazil’s sanitation shortcomings pale, too, in comparison with many

PIPE DREAMS COME TRUE

No connection. Before the

intervention, toilets in many

homes did not tie into the

sewer system.

Continued on page 746

A big investment in sewer connections in Salvador, Brazil,

has led to a steep decline in diarrhea, a major killer of kids
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WHEN EK SONN CHAN WAS APPOINTED

director of the Phnom Penh Water Supply
Authority (PPWSA) in 1993, he faced chal-
lenges that were severe even for the devel-
oping world. A century-old infrastructure
had fallen into disrepair during years of civil
war and repression. Morale was low, train-
ing inadequate, and corruption rife. Stricken
by the bloodletting of the Khmer Rouge, the
utility was hemorrhaging water and money. 

In little more than a decade, Chan turned
PPWSA around. “It is an important success
story,” says Michael Rouse, who teaches
water management and policy at the Univer-
sity of Oxford, U.K. Backed by political
support from Cambodia’s authoritarian gov-
ernment and many millions of dollars from
international donors, Chan took several key
steps. He raised water prices to help the util-
ity become self-sustaining, stemmed the
amount of water stolen or lost through leaks,
and expanded services. “These are unusual
achievements for urban water supply in
developing cities,” says Jennifer Davis, a

water supply and sanitation expert at Stan-
ford University in Palo Alto, California.

French colonists started Phnom Penh’s
first water utility in 1895. The utility grew
10-fold after the country gained independ-
ence in 1953, but neglect during a civil war
in the 1970s took a toll on infrastructure.
PPWSA suffered even more when the
Khmer Rouge captured the city in 1975.
Along with many of the country’s intellectu-
als and professionals, water engineers were
killed. Blueprints were lost, and much of the
equipment destroyed. When Vietnamese
troops ousted the Khmer Rouge in 1979, the
utility limped back on line with few
resources or experienced staff.

Corruption and cronyism were rampant.
Water was free of charge but not freely
available: Wealthier residents slipped
PPWSA employees as much as $1000 to
jury-rig illegal connections, which wasted
water, says Chan. The government allowed
PPWSA to start charging for water in 1986,
but then meter readers took bribes and more

than half the bills went unpaid.
All told, the utility collected pay-
ment for just 28% of the water it
supplied, which meant it couldn’t
keep up with maintenance.  

Chan was an unlikely savior.
He was trained as an electrical
engineer, but the Khmer Rouge
forced him and other profes-
sionals to work in the rice fields.
The Khmer Rouge killed his
entire family. After the regime
fell, Chan got a job as a butcher
in Phnom Penh and then entered
the civil service. He worked his
way up to director of municipal
commerce and, in 1993, was
tapped to lead PPWSA. “The
demand for change came from
Ek Sonn Chan himself, and he
saw the potential for reform to
improve performance,” says

Cities

countries in sub-Saharan Africa and south
Asia that lack sewage systems and clean
water supplies. In these less developed coun-
tries, simpler and cheaper interventions can
have a big impact, says Albert Wright, a water
and sanitation engineer and consultant in
Woodbridge, Virginia. “The tools are there,”
says Wright, a native of Ghana who has
worked at the World Bank. “It’s just how you
apply them.”

Leaders in many cities in developing coun-
tries make the mistake of wanting to replicate
the sewer systems of wealthier countries,
Wright contends. “They think they must have
conventional sewage like New York or Los
Angeles, and they try to design a centralized
system,” he says. But a larger system means
bigger pipes and higher costs. “They look at
the high cost and have a sense of hopeless-
ness, so they put the plans on the shelf,”
Wright says. These cities, he says, would be
better off designing neighborhood sewer sys-
tems similar to the ones recently built in
Bangkok, Thailand.

In some locales that can’t afford sewage
systems, basic, well-designed latrines can sig-
nificantly improve sanitation. Wright points to
work he does with WaterAID, a nonprofit that
builds dry pits and pour-flush latrines that use
pairs of pits. When one pit fills, the latrine
diverts to the second. After 2 years, the con-
tents of the first pit can be removed and used
as fertilizer—at which point the pit is again
ready for human waste.

Although experts disagree about how to
get the most bang for the buck, there’s wide
consensus that there aren’t enough available
bucks. “Diarrhea kills more children than
AIDS, tuberculosis, and malaria put together,”
says Cairncross. “Yet there isn’t a global fund
for diarrhea. All politicians would like an air-
port or a train station named after them but
not a sewage plant.” Also, there’s often a dis-
connect between local health and water agen-
cies, he says. Further complicating matters,
private enterprises frequently run water and
sanitation services. And as the Salvador study
highlights, scant data exist to help municipal-
ities make tough choices.

The United Nations has declared 2008
the International Year of Sanitation, which
Barreto welcomes—albeit with a measure of
skepticism. “The U.N. has been very, very shy
when it comes to sanitation,” he says, adding
that it is no longer acceptable. “Societies have
to make this a priority.”

–JON COHEN

Well-connected. Ek Sonn Chan has
won praise for reforming the water
utility in Phnom Penh. 

A hard battle to root out corruption and renew devastated infrastructure

has paid off in the capital of Cambodia

Rebuilt From Ruins, a Water
Utility Turns Clean and Pure

C
R

E
D

IT
: 
A

D
B

Continued from page 745

Published by AAAS



Wouter Lincklaen Ar riens,  a water-
resources specialist at the Asian Develop-
ment Bank (ADB) in Mandaluyong City,
Philippines. 

Chan started with a yearlong evaluation
during which staffers rooted out illegal
connections. He then had workers install
more water meters—in 1993, just 9% of
connections were metered; within 3 years,
the utility had reached 85%. It wasn’t easy
because most residents still expected to get
their water for free. Chan held public meet-
ings and went door to door to explain that
the fees—then, 10 cents per 1000 liters—
would improve the system. Once, Chan
recalls, a military officer who objected to
paying for water pulled a gun. It was a
“harrowing experience,” he says. Chan left
but contacted the military police and then
returned with an armed squad to disconnect
the illegal tap.

Prime Minister Hun Sen’s support was
key to raising prices. “You’ve got to have a
government, whether national or local, that
has the courage to make these changes,”
Rouse says. He credits PPWSA for spread-
ing out the increases over 7 years, which
eased the pain. 

Streamlining the bureaucracy wasn’t
easy, either. But in 1996, the government
granted the utility autonomy, a crucial step
that allowed Chan to promote talented
employees, give performance bonuses,
and deal with slackers. PPWSA became
more eff icient; the number of staff per
1000 connections dropped from 22 in
1993 to four in 2005. 

These kinds of improvements impressed
donors. With $118 million from the Japan
International Cooperation Agency, the
World Bank, ADB, and others, Chan started
repairing the infrastructure, and he installed
a computer system that tracks flow and
pressure to help detect leaks. Chan also
added 950 kilometers of new piping. The
system now delivers water 24 hours a day;
adequate pressure helps prevent sewage and
other contaminants from seeping into the
pipes. PPWSA provides water to all of the
500,000 people who live in Phnom Penh’s
four inner districts and about 60% of the
metropolitan area. 

The work isn’t over. The utility has subsi-
dized the hookup fee for some 15,000 poor
families, but many others draw from wells
that are not all safe or buy expensive water
from private vendors. As more poor people
migrate to the city—the population of
Phnom Penh is expected to double by 2034

to 3 million—the service area will need to
expand fivefold to 500 square kilometers.
Chan estimates the price tag at $300 million.
Sanitation, the province of another agency,
will become an ever-bigger problem, as will
pollution dumped into the rivers upstream
by the city’s factories. 

But Phnom Penh has already made
enough progress to share its experience with

other cities. PPWSA is now training staff at
a utility in Vietnam’s Binh Duong province.
“Remember that PPWSA started out in very
poor condition, worse than many other utili-
ties, yet was able to achieve phenomenal
improvements over a short period,” says
Lincklaen Arriens. “It is clear that there are
lessons for other cities.”

–ERIK STOKSTAD
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Digging deep. The utility stretched its dollars by installing much of the new distribution system itself.
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ON A FRIDAY MORNING IN RAVAGED NEW

Orleans, Louisiana, Joe Brown learned just

how fiercely people value their homes. Along

with several dozen other disaster experts, the

veteran urban planner had been recruited by

the Urban Land Institute in Washington, D.C.,

to develop a rebuilding plan for the city, which

had been devastated by Hurricane Katrina in

August 2005. At a town hall meeting that

October, at the Sheraton Hotel on once-

bustling Canal Street, Brown, who leads the

San Francisco design and planning f irm

EDAW, shared his vision, formulated after

interviewing 300 people over 2 weeks. Much

of New Orleans was salvageable, he said, to

nods and murmurs of approval. But about a

quarter of the city lay in utter ruin and

remained at high risk of flooding. Brown dis-

played diagrams that suggested turning some

blocks, for the time being, into open space.

Reaction was swift and harsh. A council

member accused Brown of aiming to “replace

these fine neighborhoods with fishes and ani-

mals,” he recalls. A couple of audience mem-

bers rose up and declared, “All we want to do is

get back to our homes.” The planners were star-

tled. “We got shock and amazement to what, to

us, were fairly obvious truths,” Brown says.

Although rebuilding a broken city can ease

trauma, it often goes against research suggest-

ing that reconstruction ought to proceed differ-

ently, or not at all, on land acutely vulnerable to

disasters. “Cultural, social, emotional, and psy-

chological” factors are “more important than

physical safety and ecological determinism” to

displaced residents, Brown says. “People

believe you must always be able to recolonize.”

Persuading residents to resist this imperative is

nearly impossible, he says.

Residents of New Orleans are not alone

in their dogged determination to place

themselves in harm’s way. According to a

report last August from the Government

Accountability Office (GAO), nearly half

the U.S. population lived in counties that had

declared flood disasters at least six times

between 1980 and 2005, and 29% made

their home in a county hit by at least one hur-

ricane in that time. Large swaths of the west-

ern United States are at risk of wildfires,

such as those that emptied parts of southern

California last October. People are willing to

gamble by building homes on earthquake

fault lines, in landslide zones, and along tor-

nado alleys. “Population trends are increas-

ing the nation’s vulnerability to these risks,”

the GAO report noted dryly.

The collision of science and human psy-

chology frustrates urban planners as they try to

insulate communities from danger. One

approach is to gird cities for the blow, for

example, by toughening building standards

and construction permits. When a disaster

does strike, communities are rarely aban-

doned; in most cases, picking up the pieces

means modifying how a city is rebuilt. “You’re

working at it backwards in a way,” says Ken

Topping, a city planning consultant and

lecturer at California Polytechnic State Uni-

versity, San Luis Obispo. “Sometimes you

have to wait for a crisis to get the idea across”

to planners and residents that how and even

where they live should change. 

Hurricane Katrina prompted Topping and

colleagues to consider the impact of levy fail-

ures as they drafted a California state disaster-

mitigation plan. Levies were built in the Cen-

tral Valley to protect cropland from floods.

Now they are essential to shielding communi-

ties. If levies were to fail, catastrophic effects

could include disruption of the drinking

water supply to southern California, the

mitigation plan’s authors concluded, echoing

past warnings. 

One region where it has proved especially

tough to modify development is along the

Florida coast. “The attractions and the amenity

of being on the water are very, very strong and

overcome a lot of rational understanding of the

risk,” says urban planner Steven French of the

Georgia Institute of Technology in Atlanta. In

1996, after Hurricane Opal tore up the Florida

panhandle, Robert Deyle, who studies coastal

planning at Florida State University in Talla-

hassee, surveyed 35 counties and 158 munici-

palities about their postdisaster plans. Only

12% had one in place.

Although planners may hold little sway

with Floridians, insurance companies are

modifying behaviors as they become less

inclined to cover homeowners in exposed

areas. Ceres, an investor coalition that focuses

on sustainability, has reported that Allstate

Insurance let 120,000 policies lapse in Florida

in 2006, after canceling 95,000 the year before.

Another major insurer, State Farm, declined to

renew 39,000 windstorm policies in 2006. In a

sign of how dire the situation has become, the

Citizens Property Insurance Corp., set up by

Florida legislators in 2002 as the insurer of last

resort, is now the state’s biggest property

insurer. It has raised premiums by as much as

Cities

Devastation. Hurricane Katrina

flooded much of New Orleans,

and some neighborhoods have

struggled to recover.

The siren call of storm-battered coasts and other beautiful but hazardous human nesting areas has compelled

urban planners to gird for the worst

LIVING IN THE DANGER ZONE
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150% in the last 2 years. Rising premiums may

price some residents out of hurricane zones,

says French.

On a few occasions, the government has

said enough is enough. Consider Brownwood,

Texas. The tony Gulf Coast subdivision had

been subsiding for years and was highly sus-

ceptible to flooding when Hurricane Alicia hit

in 1983. “We didn’t have very many homes

standing,” recalls A. Jean Shephard, who had

lived in Brownwood since 1954. The Federal

Emergency Management Agency offered to

buy out the 400 or so wrecked houses. “I can’t

tell you how it felt” to leave, says Shephard,

who now lives in Paris, Texas. 

Brownwood lay abandoned for years. In

the early 1990s, a special planning committee

chose to turn the ghost town into a nature pre-

serve with wetlands and a butterfly garden that

now occupy more than 160 hectares.

Brownwood is a stark exception; New

Orleans is the norm. Reconstruction there has

proceeded fitfully. The most vulnerable areas

are a patchwork of rebuilt homes and decaying

shells—in Brown’s words, a “shantytown of

semiabandonment,” and exactly the reincarna-

tion he’d hoped to avoid. –JENNIFER COUZIN
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ON A TYPICAL WEEKDAY IN KOLKATA, A CITY OF 14 MILLION PEOPLE IN

the Indian state of West Bengal, the streets are clogged with vehicles and the
air is thick with exhaust. Soot coats the leaves of trees along the sidewalks. The
skin tingles. Snot turns black. Every few weeks, when a strike shuts down busi-
nesses and traffic for an entire day, citizens see a silver lining: They can walk
through downtown without handkerchiefs pressed to their noses.

Officials admit that air pollution in India’s former colonial capital poses a
serious health risk to its inhabitants. The annual average concentration of
nitrogen oxides in many residential areas, for example, is nearly double the
regulatory threshold of 60 micrograms per cubic meter. “The winter months
are very serious,” says Dipak Chakraborty, chief scientist of the West Bengal
Pollution Control Board (WBPCB). “Elderly people with respiratory illnesses are
severely affected.” 

Unlike other Indian metropolises such as New Delhi and Mumbai, where
court-mandated measures to control auto emissions sparked recent improve-
ments in air quality, Kolkata’s air quality appears to be deteriorating. Environ-
mental groups accuse the West Bengal government of doing little to address
the problem. “Pollution is simply not an issue for them,” says Sunita Narain of
the nonprofit Centre for Science and Environment in New Delhi. State officials
counter that they have forced many factories out of the city and required them
to switch from coal to oil or natural gas. But they admit that a lack of resources
and resistance from powerful taxi and bus unions—which wield considerable
influence over the state’s communist government—have prevented them
from tackling auto emissions.

In 2005, WBPCB recommended that Kolkata’s taxis, three-wheelers, and
buses convert to cleaner fuels such as liquid petroleum gas and compressed
natural gas, as New Delhi and Mumbai began doing 5 years ago. But vehicle
operators argued that they could not afford to make the switch and threatened
to strike. The proposal languished. “The government does not wish to become
unpopular with the transportation lobby,” acknowledges an official.

The board also recommended that, as Delhi and Mumbai have done,
Kolkata begin phasing out all commercial vehicles made before 1990, when
emissions standards were practically nonexistent. The government issued an
order to that effect in May 2005, but bus and taxi unions challenged it in
Calcutta High Court. In December 2007, when state lawyers failed to appear in

court, judges voided the order. “The ban was a farce,” says
Anjali Srivastava, a chemist with the National Environmental
Engineering Research Institute (NEERI) in Kolkata. “It was clear that the state
government had no intention of following through.”

Another obstacle for Kolkata and other Indian cities is an allegedly corrupt
system for emissions checks. All vehicles are required to have an annual
inspection at a private testing station. The certificates issued by these stations
are often unreliable, says Chakraborty. “There is a lot of manipulation, and cer-
tificates are even issued without an inspection,” he says, adding that govern-
ment proposals to require testing stations to use tamper-proof technology
have so far failed.

India’s auto boom, fueled by a rising economy, is likely to aggravate
Kolkata’s woeful air quality and reverse some gains in Delhi and Mumbai,
environmental groups predict. With manufacturing giant Tata set to debut a
$2500 car to the Indian market by late 2008, tens of millions of automobiles
are expected to be added to the country’s congested streets in the next few
years. Even though new vehicles emit far less pollutants, their sheer number
could add up to high levels of air pollution, says Narain. An added concern,
she says, is that a third of all new cars run on diesel, a more polluting fuel
than gasoline. “Manufacturers want to sell diesel cars because diesel is
cheaper,” explains Narain, who wants the government to raise taxes on new
vehicles and on diesel and invest more heavily in mass transit systems.

Rakesh Kumar, a scientist at NEERI in Mumbai, is opposed to any move that
would put vehicles out of reach of the middle class. “Why should cars only be
owned by rich people?” he asks. Instead, he wants cities to improve bus and
train services to enable people to curtail their use of personal vehicles. This is
already the case in Mumbai, Kumar says, which has the best public transporta-
tion of any Indian city.

Kolkata’s priority should be to run public vehicles on cleaner fuels,
Chakraborty says. Toward that end, the state government plans to spend $1 mil-
lion this year to subsidize the cost of switching several hundred three-wheelers
and taxis to liquid petroleum gas. That will not be enough, he concedes:
Eventually, the government will have to phase out older vehicles and stem the
numbers of new vehicles. “Unless we take drastic steps,” Chakraborty says,
“the problem will continue to get worse.” –YUDHIJIT BHATTACHARJEE

Faced with political opposition, Kolkata lags behind

other Indian cities in tackling auto emissions

Choking on Fumes, Kolkata Faces a Noxious Future
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LONDON—In 2003, soon after London authorities slapped a tax on
each vehicle entering the city center, traffic volume fell 15%, and driv-
ers spent 30% less time in gridlock, according to the city’s Transport for
London. Commuters were delighted, and once-virulent opposition to the
fee, now £8 ($16) a day, subsided.

Congestion charges are a big hit in London and Stockholm, which
adopted a similar tax in 2007. Other cities are expected to follow suit.
New York City plans to implement a charge this year, and politicians in
Shanghai, China, and Sydney, Australia, are debating the idea. “As con-
gestion becomes worse in other major cities, it becomes more likely
that charges will be put in place,” says Graeme Craig, Transport for Lon-
don’s director of congestion charging.

Congestion is a bane of urban life. The average U.S. commuter spends
38 hours stuck in traffic, according to a study released last September by

the Texas Transportation Institute at Texas A&M University in College Sta-
tion. A century ago, economists suggested that road taxes would alleviate
this ill. Since then, proposed schemes have included highway tolls, daily
parking charges for cordoned areas, and graduated pricing based on
time of day and kilometers traveled. Officials in Singapore first imple-
mented a congestion charge in 1975; interest in such charges picked up
considerably after London used the fee to untangle its downtown grid.

The tax is not a panacea. “You can’t introduce it by itself and expect it
to solve the problem,” says Philip Blythe, a civil engineer at Newcastle
University in the U.K. Charging schemes require detailed modeling of a
city’s layout, travel patterns, and public transportation, as well as occa-
sional tweaks to maintain benefits. Still, some critics question whether
the benefits will last. Transit time on London streets has slowed since the
initial improvements; officials attribute this to construction projects.

UNCLOGGING URBAN ARTERIES

IN 2020, THE STREETS OF

Austin, Texas, won’t seem

much different from the way they are today.

Sidewalks and bicycles will be used much as

they are now: seldom. The automobile will

continue to be central to daily life. Most of

the city’s residents will commute to work,

take children to Little League games, and

pick up groceries on the way home by car.

But there will be one big difference: Drivers

will stop far less frequently at gas stations,

and the air will be considerably cleaner. That,

at least, is the way that Roger Duncan, deputy

general manager of Austin Energy, the city-

owned utility, sees it.

“We have a vision,” says Duncan. He’s

spearheading a nationwide grass-roots effort

to popularize the next-generation hybrid

vehicle. Like today’s hybrids, such as Toy-

ota’s popular Prius, they have dual gasoline

and electric engines. But whereas current

hybrids recharge their battery packs only

during driving, plug-ins can also be

recharged from the electrical grid by plug-

ging into wall sockets. Last year, Duncan

persuaded dozens of cities to sign a nonbind-

ing pledge to buy plug-in hybrids for munic-

ipal fleets when they come on the market, as

early as 2010.

Plug-ins “are most valuable in an urban

environment,” says Duncan, who notes that

electric engines don’t waste energy by idling

at stoplights or in traffic jams. Less gasoline

burned means less pollution: A 2006 study

by the Electric Power Research Institute

(EPRI) and the Natural Resources Defense

Council predicts “small but signif icant

improvements in ambient air quality” if half

of U.S. drivers adopt plug-ins by 2050. Even
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if only a fifth of U.S. drivers buy plug-ins,
the study found, that would lead to much
higher energy efficiency, averting the emis-
sion of hundreds of millions of tons of car-
bon dioxide each year.

Current plug-in prototypes are more than
twice as efficient in gasoline consumption as
today’s gas hybrids, says James Francfort of
Idaho National Laboratory in Idaho Falls. No
wonder, then, that many experts are itching to
see the cars on the road. Plug-in hybrids, says
California-based electric car advocate Chelsea
Sexton, are “the killer app” of car technology.

Duncan became acquainted with hybrid
plug-ins after Austin’s city council in 2004
asked him to brainstorm green-energy solu-
tions for the progressive university town. The
council latched onto the technology the next
year, authorizing $1 million for rebates for
future plug-in hybrid purchasers. Duncan
persuaded dozens of Austin government
offices, businesses, and nonprofits to commit
to soft orders: nonbinding pledges to car com-
panies to buy plug-ins once available. Then in
2006, Austin created the Plug-In Partners
national campaign, which has brought
together 77 cities—from Alameda, Califor-
nia, to Wenatchee, Washington—and more
than 100 organizations and businesses to set
up similar programs and pledges. “Carmakers
aren’t going to make plug-in hybrids just for
Austin,” says Duncan.

Last month, Toyota
announced that it will
build a plug-in for sale by
2010, matching a Gen-
eral Motors (GM) target.
Meanwhile, Daimler-
Chrysler  is  test ing a
prototype plug-in van, the
Dodge Sprinter, which it
hopes will compete with
models that Japanese companies are develop-
ing. It’s unclear whether Duncan’s grass-roots
campaign will gel into a potential market for
plug-in hybrids, cautions GM’s Larry Nitz.
Still, says EPRI’s Mark Duvall, “support for
the technology has really grown in the last
year.” In Washington, D.C., the Plug-In Part-
ners campaign has teamed with green groups
and defense-minded organizations concerned

about U.S. dependence on foreign oil to push
for federal research and tax incentives.

There are several technical wildcards,
such as how the larger battery packs—four
times larger than those of the Prius—will
withstand the rigors of city driving, how
many recharging cycles they’ll endure, and
what changes to the U.S. power grid will be
needed to take on a heavy charging load. “Our
[industry’s] research effort is really just start-
ing out,” says Francfort, whose team studies
batteries, fuel use, and car performance. 

Austin is chipping in some research as
well. Its municipal fleet includes two Priuses
equipped with extra batteries that can be
recharged using a standard plug. Duncan says
the city is tracking mileage performance, bat-
tery life, recharging capacity, and durability.

And Internet giant Google
is reviewing proposals for
$10 million in technology
grants it hopes to hand out
this year. One priority is
creating a computer proto-
col for cars to communi-
cate their charging needs
to an upgraded power grid
able to manage a city full

of plug-ins.
In Duncan’s vision of Austin, plug-ins are a

two-way street. During the daytime, com-
muters would leave them plugged in and allow
the city grid to draw electricity from the cars
during afternoon peak demands. “We’d buy
[electricity] back,” says Duncan, “instead of
having to build another power plant.” That
could help keep Austin the way its residents like
it: pretty much as it is today. –ELI KINTISCH

As other cities mull a congestion tax, Blythe emphasizes that there is no
one-size-fits-all approach. For example, freeway traffic tends to be a big-
ger problem than downtown traffic in Los Angeles and other cities in the
western United States, says David Brownstone, a transport economist at
the University of California, Irvine. Some cities may not be ready for con-
gestion charges. In Beijing, “we need to construct more roads first, and we
need to provide better public transportation,” says Yang Xinmiao, an engi-
neer at Tsinghua University in Beijing.

Hoping to build on its success, officials in London will use its conges-
tion charge scheme to turn the screws on less eco-friendly cars. Later 
this year, authorities plan to raise the charge for high-polluting 
vehicles—those that emit more than 225 grams of carbon dioxide per
kilometer—to £25. Blythe sees this trend eventually leading to a carbon-
trading scheme for transport. “At some stage, we may have our own per-
sonal carbon allowance for travel,” he predicts. “But first we have to get
the basics right.”

–ELIZABETH QUILLC
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IN A HIGH-TECH ANSWER TO THE “LOCAL

food” movement, some experts want to trans-
port the whole farm—shoots, roots, and all—
to the city. They predict that future cities could
grow most of their food inside city limits, in
ultraefficient greenhouses.

“Vertical farms,” proponents say, could
produce more food using a fraction of the
resources that traditional farms consume. The
lives of millions of people may depend on it.
Dickson Despommier, a parasitologist at
Columbia University and an avid proponent
of vertical farming, calculates that with pro-
jected population increases, the world will
need 1 billion more hectares of arable land by
2050—roughly the area of Brazil and far more
land than will be available.

Researchers are now putting prototypes of
intensive urban farms to a real-world test. The
basic concept is an evolution, not a revolution,
of greenhouse technology. Greenhouses “can
grow any crop anywhere at any time—at a
cost,” says Gene Giacomelli of the Controlled
Environment Agriculture Center at the Uni-
versity of Arizona in Tucson, which has built a
$450,000 greenhouse for researchers who
winter at the South Pole. Well-designed
greenhouses use as little as 10% of the water
and 5% of the area required by farm fields,
says Theodore “Ted” Caplow, executive
director of the engineering company New
York Sun Works in New York City, which
designs energy-efficient urban greenhouses.

“We are removing that footprint from the
countryside,” he says, and reducing pressure
on habitats and depleted soils.

Urban indoor farms can’t do it all. Grow-
ing grains such as wheat, corn, and rice
indoors does not save as many resources as
growing vegetables and fruits indoors, says
Caplow, and most trees grow too slowly to
make greenhouse orchards pay off. Some of
the more ambitious concepts for vertical
farms will require technological break-
throughs in lighting and energy consumption.
And initially, at least, urban produce will
likely be more expensive than that grown at
conventional farms and shipped to a city.

But as oil prices rise, greenhouse econom-
ics look more favorable, Giacomelli says.
“All our cheap food is based on cheap trans-
portation, cheap water, and cheap energy for
nitrogen-based fertilizer,” he says.

One approach that could be implemented
quickly is rooftop greenhouses. In a demon-
stration of what can be grown on New York
City’s roofs, Caplow’s company last summer
built and operated the Science Barge, a float-
ing greenhouse on the Hudson River that used
solar power and recycled water to grow fruits
and vegetables. New Yorkers eat 100 kilo-
grams of fresh vegetables on average per year,
Caplow says, and the rooftops of New York
City would provide roughly twice the needed
space to supply the entire city. New York Sun
Works is now installing a demonstration

greenhouse on top of a New York City school
that would serve as a teaching area and supply
produce to its cafeteria. 

A more ambitious concept is farming the
facades of office buildings. Double-glass
facades are already popular among archi-
tects as an energy-saver, allowing winter
sun in while insulating against noise and
heat loss. In the summer, most double
facades have built-in shades to keep the
interior cool. Hydroponic gardens could
provide that shade, Caplow says. Vertical
conveyor belts could cycle plants to the
lower floors in time for harvest. “The sys-
tems we are designing are what we can actu-
ally do today,” Caplow says.

Gazing further into the future, Despommier
and his students are refining the idea of sky-
scraper farms. They estimate that a 30-story
farm on one city block could feed 50,000 peo-
ple with vegetables, fruit, eggs, and meat.
Upper floors would grow hydroponic crops;
lower floors would house chickens and fish
that consume plant waste. Heat and lighting
would be powered by geothermal, tidal,
solar, or other renewable energy sources.
Nitrogen and other nutrients would be
sieved from animal waste and perhaps from
the city sewage system. “That’s where a sig-
nificant fraction of your fruits and vegeta-
bles are going,” into sewage, Despommier
says. “You have to close the loop.” Eventu-
ally, he says, hydroponic greenhouses could

UPENDING THE TRADITIONAL FARM 
Cities are taking over farmland. Could they someday take over the job of farming, too? 

Future farms. Hydroponic techniques
that grow produce on a Hudson River
barge (right) could be deployed in 
vertical gardens built into the glass
façades of office buildings (left).
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also be a boon for the developing world. In

tropical regions, they could make use of

ample sun, conserve water, and give worn-

out soils a rest. Ideally, they would also pro-

vide a way to safely turn human waste into

plant food, he says.

Such ideas are inspiring, says Jan Broeze,

an agricultural scientist at the University of

Wageningen, the Netherlands. But “you need

large technological breakthroughs” in light-

ing and waste processing to realize them. In

2001, Broeze, Peter Smeets, and their col-

leagues proposed a six-story urban farm

called Deltapark at Rotterdam harbor that

would recycle water and nutrients and use

excess heat from nearby buildings. The agri-

cultural ministry supported Deltapark, but

the project was abandoned after the press crit-

icized it for being “too industrialized.” Now

Broeze is working on several projects that

link greenhouses with livestock producers to

recycle waste and reduce energy consump-

tion. And he and other Dutch scientists are

working with colleagues in India and China

to design urban farms in several cities. The

biggest project is part of Dongtan Eco-city,

near Shanghai (see p. 740).

One goal of Dongtan is to grow enough

food to replace lost productivity as farmland is

urbanized, says Peter Head, director of Arup, a

design company leading the project. “The big

question is whether it is economically viable,”

he says. Head predicts that the lessons learned

in China will propel a fundamental shift in the

world’s approach to agriculture. “It isn’t a

matter of whether we think it would be nice to

do urban farming or not,” he says. “It’s a mat-

ter of whether we are going to survive.”

–GRETCHEN VOGELC
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IF YOU WERE BUILDING A CITY IN THE 21ST CENTURY, HOW WOULD YOU POWER AND FUEL IT?

Pipe in electricity by copper cable and haul in gasoline by road, as is done today? Paul Grant thinks not.
He envisions using superconducting electrical cables and liquid hydrogen to energize a metropolis
while emitting little or no carbon.

Grant’s “SuperCity” is popular with proponents of nuclear energy because it relies heavily on the
next generation of nuclear plants. But the hard work of fleshing out the concept and developing the
cables has only just begun. “The basic research still needs to be done. Can this thing really be built?”
asks electrical engineer Thomas Overbye of the University of Illinois, Urbana-Champaign, who has
organized a couple of workshops on the related idea of a SuperGrid to wire a whole continent. Not
everyone is convinced. “We should sort out the problems with the energy system we have” before
inventing new ones, says Robert Socolow of the Energy Group at Princeton Environmental Institute.
Grant concedes that at the moment, SuperCity
remains a utopian vision. “It’s about the energy
society we should be looking at 50 years from
now,” he says.

While working at IBM’s Almaden Research Cen-
ter in northern California during the 1980s, Grant
pioneered the development of high-temperature
superconductors, complex oxides that carry elec-
tricity with zero resistance at temperatures that are
low but much higher than those for earlier materi-
als. Unlike their predecessors, high-temperature
superconductors can be cooled using easily
obtained liquid nitrogen. In 1993, after more than
40 years with IBM, Grant moved down the freeway
to the Electric Power Research Institute (EPRI) in
Palo Alto, where he applies his skills to solving
energy problems, such as improving transmission.
In 1999, Grant was challenged to come up with a
“wild idea” to present at a U.S. Department of
Energy (DOE) meeting on superconductivity. His
brainstorm was to combine superconducting cables
with a hydrogen economy.

Today’s electricity grids lose about 7% of power to resistance, so superconducting cables would
boost efficiency—if the lines could be supercooled. Grant proposed pumping liquid hydrogen into a
pipe in which the superconducting cable runs down the middle, creating a “supercable” that carries
both electricity and hydrogen into a city. Fuel stations could tap into the coolant to power electric fuel-
cell cars. Hydrogen could also be burned for domestic heating and cooking, circulated au naturel for air
conditioning, or converted into electricity during peaks in demand. 

The SuperCity requires nuclear power to generate electricity, Grant argues, because renewable
energy sources such as biofuels and wind or solar farms take up valuable land and degrade the environ-
ment. “You cannot beat nuclear for its [small] footprint and [high] power density,” he says. Upcoming
nuclear reactor designs, known as generation IV, will operate at high temperatures and produce hydro-
gen as a byproduct of electricity generation. Grant’s SuperCity doesn’t dismiss other energy sources
entirely, however. Every roof could be covered with solar cells, and waste could be burned to generate
power. Such alternative sources could supply about 10% of a city’s energy demand, he says. 

Because of the huge investment sunk into conventional technology, it may take decades to realize
the entire SuperCity vision. Supercables integrated into the electricity grid could happen sooner. “It
would have immediate appeal,” says Steven Eckroad of EPRI, which has carried out cable-design stud-
ies. Overbye adds: “The concept really needs a big funder [such as DOE] to step up and say, ‘This is the
way we’re going to go.’ But that hasn’t occurred yet.”

Grant, now retired from EPRI but still consulting, is undaunted. “If we were starting from scratch on
another planet, this would be the way to do it,” he says.

–DANIEL CLERY

Imagining a City Where (Electrical)
Resistance Is Futile

www.sciencemag.org SCIENCE VOL 319 8 FEBRUARY 2008

Cool fuel. Because a supercable would bring

liquid hydrogen into a city as a coolant, plenty

would be available to sell as fuel.
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IN 1995, THE PESO’S DEVALUATION
plunged Mexico into its worst economic cri-
sis in half a century. For years, the govern-
ment had helped those in poverty by subsi-
dizing the price of staples such as tortillas
and milk. But that meant that the rich and
middle class who didn’t need help got it any-
way, wasting scarce government resources.
Mexico needed to target the most destitute.

So Deputy Finance Minister Santiago
Levy and others proposed a radical idea:
Scrap the food subsidies and use census data
and surveys to identify the poorest house-
holds and give them cash instead. Not hand-
outs: To get the money, families would have
to keep their children in school and get regu-
lar health checkups. Payments would go
only to mothers, because research showed
that they were less likely than fathers to
squander it. Children would get nutritional
supplements. And the program would
include treatment and control groups, just
like a clinical trial. The long-term goal was
to pull the next generation out of poverty.

Other Mexican officials thought it was
“crazy” at first, Levy says—like “bribing”
parents. But 10 years later, the “conditional
cash transfer” (CCT) program is credited
with higher school enrollment and taller,
healthier children. Outside researchers regard
Mexico’s CCT program as an innovative
approach to reducing Third World poverty. As
a way to boost education level, which influ-
ences income, CCTs are “one of the most
effective programs,” says economist Alan
Krueger of Princeton University. The giant
social experiment has been adopted widely in
cities including Rio de Janeiro and Istanbul
and has just debuted in New York City.

Levy, an economics professor at Boston
University who returned to Mexico in 1992,
says he and others set up the CCT program in
recognition of the “strong coupling” between
health, nutrition, education, and lifetime
earnings. Benefits range from $11 per month
for children in 3rd grade up to $69 for a girl
finishing high school, with attendance veri-
fied by school records. Mothers also get cash
for buying food and nutritional supplements
for babies when they attend family health
checkups at free clinics.

The program, called Progresa, built in
outside evaluation because “credibility was
essential,” says Levy. The International

Food Policy Research Institute (IFPRI) in
Washington, D.C., and Mexican academics
set up a study design with 320 villages ran-
domly assigned as treatment groups and
186 control villages.

After 18 months, the comparisons
showed clear gains. For instance, the pro-
gram raised junior high school enrollment
20% for girls and 10% for boys; children
under age 6 had 12% fewer bouts of illness;
early prenatal health visits rose 8%; and
toddlers grew 1 centimeter more per year.
The results, published in the Journal of the

American Medical Association in 2004 and
in economics journals, persuaded the next

government in 2001 to rename the program
Oportunidades and extend it to cities. It now
covers 5 million families, or one-quarter of
Mexico’s population.

In urban areas, the health benefits have been
similar, but school enrollment hasn’t climbed
as much, perhaps because of the greater job
opportunities for youth compared with rural
areas, notes economist Susan Parker of
Spectron Desarrollo, a research organization in
Mexico City. One disappointment in both rural
and urban areas is that test scores haven’t risen.
“The deeper issue is the quality of education
and teachers,” says Levy, now at the Inter-
American Development Bank.

Cities

Money—With Strings—to Fight Poverty
Cash incentives for education and health care are a new tool for helping the urban poor in Mexico and New York 

Sound investment. Mexico

pays poor families to keep

their children in school.

13% 7-year-old boys and        8% 7-year-old girls enrolling in school

24% 16- to 19-year-old boys who drop out of school

52% preventive health visits for children under 6 years old

6 days sick days/year per family 

1 cm height for children aged 6 to 24 months in 2002

0.57 kg weight for infants under 6 months in 2002

Note: Enrolled families were 

compared with matched families 

who were eligible but did not 

sign up or did not live in a 

participating area.

Selected Results for Oportunidades in Mexican Cities
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About 20 other countries in Latin Amer-
ica and elsewhere have adopted CCT pro-
grams, says economist Laura Rawlings of
the World Bank. In urban Turkey, for exam-
ple, the program has raised the attendance of
girls in secondary school by 6%, says
Michelle Adato of IFPRI. In the World
Bank’s view, CCTs are “not a silver bullet”
for eliminating poverty, says Rawlings. But
they are, she says, “a promising tool.”

Perhaps the most surprising imitator is
New York City. This fall, after visiting
Mexico City and the nearby city of Toluca,
Mayor Michael Bloomberg launched
Opportunity NYC, a privately financed pro-
gram that will pay families for achieving
certain schooling, health, and work targets.
About 5000 families (including controls)
identified from lists of children receiving
free school lunches have enrolled in a 2-year
pilot study. Families can get $50 per month
for a child who has a 95% attendance rate at
high school and as much as $200 for a pre-
ventive health care visit; one of the biggest
awards, $600, is for passing a high school
achievement test.

The program has drawn plenty of flak.
The notion of paying for better test scores
has raised concerns about the kind of rote
learning that may encourage. A more basic
question, notes Krueger, is whether the pay-
ments are big enough to motivate the New
Yorkers, who although poor are well-off
compared with the average Oportunidades
family subsisting on $100 a month. “It’s
right to be skeptical,” says sociologist James
Riccio of MDRC, a nonprof it research
organization in New York City that is evalu-
ating the program. Still, he says, like Mex-
ico’s CCT program, “what’s most impressive
is how rigorously it’s going to be tested. In
the end, it will be informative.”

As New York City samples these waters,
Mexican researchers are now investigating
the program’s long-term effects. Last year,
they began collecting data on the education
level, jobs, and marital status of the f irst
generation of boys to benefit from the pro-
gram. But as Levy points out, improved
health and more schooling may not be suffi-
cient to ensure that Oportunidades children
fare better than their parents, unless accom-
panied by economic growth and better
schools. “My concern is that people will
begin to think this is a panacea,” says Levy.
Still, even if Mexico’s CCT program alone
cannot wipe out urban poverty, it is attacking
some of its causes at their roots.

–JOCELYN KAISER
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IMPROVING THE HOMES OF SLUM DWELLERS IS ONE OF THE OLDEST STRATEGIES FOR

tackling urban poverty in the developing world. But the health benefits of these approaches have
rarely been put to a controlled test. In one such effort, researchers found striking improvements in
child health from a simple measure: giving poor Mexican families a concrete floor. 

Eight years ago, the government of the state of Coahuila in northern Mexico began offering
households with dirt floors $150 worth of free concrete—enough to cover most rooms in a house.
Trucks delivered the wet concrete, and families spread it after it was poured. To assess the benefits
of the program, called Piso Firme (Firm Floor), state officials approached economist Paul Gertler of
the University of California, Berkeley, who was part of a team evaluating Mexico’s new poverty pay-
ments program (see main text).

Gertler and colleagues compared households in the twin cities of Torreón, Coahuila, and Gómez
Palacio/Lerdo in the state of Durango, which has similar socioeconomics but did not have a Piso
Firme program. Two to 4 years after the Torreón families got their concrete floors, Gertler’s team
interviewed 2755 mothers in both cities about their family’s health, took stool and blood samples
from children less than 6 years old, and gave the children vocabulary tests.

“It turned out to be much more interesting than I expected,” Gertler says. His team calculated
that in homes converted from all-dirt floors to all-concrete floors, children had 78% fewer parasitic
infestations (one in three children in the control group had parasites compared with 7% in the
treatment group). The children had also had half as many diarrhea episodes in the past month, an
81% drop in anemia, and a 36% or better improvement on cognitive tests. Mothers also reported
less depression and more satisfaction with their lives. “The benefits are incredibly impressive,” says
epidemiologist Nancy Padian of the University of California, San Francisco, who has studied eco-
nomic interventions to improve women’s reproductive health in Africa and recently began collabo-
rating with Gertler.  

Gertler cautions that in rural areas lacking clean water, the effects might not be so dramatic.
Still, the program’s success spurred Mexico to adopt a national Piso Firme program. Although it’s
“sort of a no-brainer” that concrete floors are better than dirt floors, says Padian, the study demon-
strates the value of low-tech ways to ease urban poverty. “We need to capitalize more on the 
no-brainer solutions,” she says. –J.K.

Replacement plan.

Converting dirt floors

like this one to concrete

yields health benefits.

BUILDING ON A FIRM FOUNDATION
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Global Change and the Ecology of Cities
Nancy B. Grimm,1* Stanley H. Faeth,1 Nancy E. Golubiewski,2 Charles L. Redman,3
Jianguo Wu,1,3 Xuemei Bai,4 John M. Briggs1

Urban areas are hot spots that drive environmental change at multiple scales. Material demands of
production and human consumption alter land use and cover, biodiversity, and hydrosystems
locally to regionally, and urban waste discharge affects local to global biogeochemical cycles and
climate. For urbanites, however, global environmental changes are swamped by dramatic changes
in the local environment. Urban ecology integrates natural and social sciences to study these
radically altered local environments and their regional and global effects. Cities themselves present
both the problems and solutions to sustainability challenges of an increasingly urbanized world.

Humanity today is experiencing a dramat-
ic shift to urban living. Whereas in 1900
a mere 10% of the global population

were urban dwellers, that percentage now ex-
ceeds 50% and will rise even more in the next
50 years (Fig. 1). More than 95% of the net
increase in the global population will be in cities
of the developing world, which will approach
the 80% urbanization level of most industrial-
ized nations today (1). In addition, individual
cities are growing to unprecedented sizes, with
nearly all of these new megacities (>10 million,
by convention) in the developing world (Fig. 1).
Economic growth and demographic changes will
accompany growth in urban populations, espe-
cially in populous China and India, producing
ever-greater demands on services that nearby and
distant ecosystems provide.

Ecologists shunned urban areas for most of
the 20th century, with the result that ecological
knowledge contributed little to solving urban en-
vironmental problems. Recently, however, increas-
ing numbers of ecologists have collaborated with
other scientists, planners, and engineers to under-
stand and even shape these ascendant ecosystems.
With the advent 10 years ago of National Science
Foundation–funded urban research programs in
the United States, which built upon but differed
from earlier efforts (see references in section 1 of
the supporting onlinematerial), urban ecology also
has begun to change the discipline of ecology.
Urban ecology integrates the theory and methods
of both natural and social sciences to study the
patterns and processes of urban ecosystems.
Evolving conceptual frameworks for urban ecol-
ogy view cities as heterogeneous, dynamic land-
scapes and as complex, adaptive, socioecological
systems, in which the delivery of ecosystem

services links society and ecosystems at multiple
scales (2–5).

Urban ecologists seek commonalities among
city ecosystems, an understanding of how con-
text shapes the socioecological interactions within
them, and their role as both drivers and responders
to environmental change. Here, we focus on five
major types of global environmental change that
affect and are affected by urban ecosystems
(Fig. 2): changes in land use and cover, biogeo-
chemical cycles, climate, hydrosystems, and bio-
diversity. We argue that cities themselves represent
microcosms of the kinds of changes that are
happening globally, making them informative
test cases for understanding socioecological
system dynamics and responses to change.

Land-Use and Land-Cover Change
Accompanying Urbanization
The unprecedented rates of urban population
growth over the past century have occurred on
<3% of the global terrestrial surface, yet the
impact has been global, with 78% of carbon
emissions, 60% of residential water use, and 76%
of wood used for industrial purposes attributed to
cities (6). Land change to build cities and to sup-
port the demands of urban populations itself drives
other types of environmental change (Fig. 2).

Urban dwellers depend on the productive and
assimilative capacities of ecosystems well beyond
their city boundaries—“ecological footprints” tens
to hundreds of times the area occupied by a city—
to produce the flows of energy, material goods, and
nonmaterial services (including waste absorption)
that sustain human well-being and quality of life
(7, 8). At the same time, large urban agglomer-
ations are fonts of human ingenuity and may
require fewer resources on a per capita basis than
smaller towns and cities or their rural counterparts
(9) (see references in section 2 of the supporting
online material; figs. S1 and S2 and table S1).

Even in ancient times, the excessive demands
of a highly stratified urban elite led to degradation
of productive landscapes and the collapse of other-
wise successful societies (e.g., salinization in 3rd
millennium BCE Mesopotamia) (10). Although

exacerbated by recent globalization trends, cen-
turies ago the demands of European consumers
led to deforestation of colonial lands and more
recently, demand for beef from countries of the
Western Hemisphere has transformed New World
tropical rainforests into grazing land.

It is also at the regional scale that land-use
changes driven by and resulting from population
movement are most apparent. Perceived oppor-
tunities in growing urban centers and lack of op-
portunities in rural settings, resulting from degraded
landscapes and imbalanced economic systems,
have made the migrations since the second half of
the 20th century the greatest human-environmental
experiment of all time (11). In China alone, 300
million more people likely will move to cities,
transforming their home landscapes and con-
tinuing an already unbelievable juggernaut of
urban construction (12). Shortages of construction
materials such as metals, coal, cement, and timber
are likely to constrain China’s urbanization in the
long term, however, and exert pressure on growth
of infrastructure globally (13).

Urbanization leads to increased patch frag-
mentation and diversity (14), which may be ex-
pressed as more edges (i.e., interfaces between
distinct land-cover types) or smaller patch sizes
(e.g., urban, residential, and desert land-use patches
averaged 20, 100, and 650 ha, respectively, in
central Arizona) (15). Urban land use often leaves
a legacy of impact in the ecological character-
istics of a landscape. In the city of Phoenix, for
example, formerly agrarian lands exhibit unique
soil biogeochemical properties after 40 years
(16), and other locations in the region still reveal
agricultural legacies after centuries (17).

A much-debated urban-planning assumption
holds that the form of cities follows the function
of land-use patterns, leading to a diversity of
land-use arrangements (18). However, a recent
study of four Chinese cities found convergent
urban form in shape, size, and growth rates de-
spite varying economic and political drivers (19).
Land-use policies (i.e., zoning, master plans,
growth boundaries) help determine urban form
and its impact, but a long-term study of the
Seattle region found that growth-management
efforts to increase housing densities within
growth boundaries had the unintended conse-
quence of encouraging low-density housing sprawl
in rural and wildland areas just beyond those
boundaries (20).

Urban ecology at the local scale centers on the
relationships among urban design and construc-
tion, ecosystem services delivered in the new
system, responses of people and their institutions
to evolving opportunities, and actions that drive
further change in the system (2, 3, 5). The “edge”
of the city expands into surrounding rural land-
scape, inducing changes in soils, built structures,
markets, and informal human settlements, all of
which exert pressure on fringe ecosystems. These
peri-urban environments are the glue that link
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core cities in extended urban-
ized regions. Indeed, urban plan-
ner Robert Lang has suggested
that cities are no longer inde-
pendent but represent a limited
number of dominant megapoli-
tan regions across the globe—
coalitions of urban centers and
increasingly built-up intervening
regions (21). The next frontier in
urban ecology is to understand
urbanization in the context of
biophysical, economic, or politi-
cal settings. Continental or global
comparisons among cities might
productively be based on this
megapolitan concept.

Altered Biogeochemical
Cycles in Cities and Their
Regional-to-Global Effects
Urban areas are both responsible
for, and respond to, changes in
biogeochemical cycles (Fig. 2).
The concentration of transporta-
tion and industry in urban cen-
ters means that cities are point
sources of CO2 and other green-
house gases, which affect Earth’s
climate, as well as trace gases such
as NO, NO2, O3, SO2, HNO3, and
various organic acids (22, 23).
Regionally, air pollution in par-
ticular influences nutrient cycling
and primary production in adja-
cent, exposed ecosystems. The
disproportionate location of cities
along rivers and coastlines makes
these areas important contributors
to eutrophication.

Wastes generated in cities and
entering air and water transport
affect biogeochemical cycles from
local to global scales, with the
extent of influence depending on
the vectors by which materials are
carried away from their source.
For example, the 20 largest U.S.
cities each year contribute more
CO2 to the global atmosphere
than the total land area of the con-
tinental United States can absorb
(24). The concept of urbanmetab-
olism analogizes a city to an organism that takes
in food and other required resources and releases
wastes to the environment (8, 25). Scientists de-
bate the appropriateness of the metabolism anal-
ogy (25), but its greatest utility has been in
quantifying the longitudinal trends in consump-
tion and waste generation of expanding cities
(26). This and other studies show large increases
over two decades in the throughput of materials
such as the food-waste stream, import and solid-

waste accumulation or decomposition of paper
and plastics, and tremendous growth in demand
for building materials. In Beijing, for example, to-
tal carbon emitted from solid-waste treatment in-
creased by a factor of 2.8 from 1990 to 2003 (27).

Pollution generation by cities is of increasing
concern when urbanization outpaces societal ca-
pacity to implement pollution-control measures.
For example, in the United States, emissions con-
trols somewhat counterbalance the increased

driving distances resulting from
urban sprawl (28); however,
increased coal burning and
automobile use accompanying
economic expansion in some
Chinese cities have had serious
air-pollution consequences (29).
Nutrient loads from rapidly ur-
banizing regions to rivers and
coastal ecosystems in the de-
veloping world show large in-
creases where sewage treatment
is lacking or inadequate (30).
However, although urbaniza-
tion and economic expansion
outpace environmental controls
in the developing world, waste
from the most affluent cities re-
mains a primary driver of altered
biogeochemical cycles globally.

Cities themselves show
symptoms of the biogeochem-
ical imbalances that they help
to create at coarser scales. For
example, cities experience high
acid and N deposition and ele-
vated atmospheric concentra-
tions of CO2, CH4, and O3,
which can produce both growth-
enhancing and growth-inhibiting
effects on organisms (31). Ele-
mental mass balances can frame
this problem, because they iden-
tify potential excesses of in-
puts over outputs and likely
sinks within the urban land-
scape (8, 22, 32). Cities are
hot spots of accumulation of
N, P, and metals (8, 33) and,
consequently, harbor a pool
of material resources. Could
high-nutrient, treated wastewater
substitute for commercial N fer-
tilizers to supply crops and
lawns with nitrogen, for exam-
ple? In Phoenix, using nitrate-
rich groundwater to irrigate
fields could reduce needed fer-
tilizer by >100 kg/ha (34). A
small (but growing) proportion
of the copper extracted glob-
ally is recycled, yet increasing
the reuse and recycling of cop-

per and other metals would do much to stem the
rapid rise in demand from sources increasingly
difficult to extract (33). Such reuse also would
alleviate problems of metal accumulation in
soils (35).

Human management of urban landscapes is
often highly heterogeneous within cities, depend-
ing on the financial resources to purchase plants,
fertilizer, and even water, land cover (including
impervious surfaces), and the relevant organiza-
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Fig. 1. (A) Change in world urban and rural population (%) from 1950 to 2030
(projected); plotted from data in (1). Inset shows comparable data for the United
States from 1790 to 1990; plotted from data in (73). (B) Change in population
of the 10 largest urban agglomerations from 1950 to 2010 (projected), ranked
from left (largest) to right by their projected population size in 2010: Tokyo,
Japan; Ciudad de México, Mexico; Mumbai, India; Sáo Paulo, Brazil; New York–
Newark, USA; Delhi, India; Shanghai, China; Kolkata, India; Jakarta, Indonesia;
Dhaka, Bangladesh. Data are from (1).
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tional level at whichmanagement is applied (e.g.,
household, neighborhood, city). For example,
soil-nutrient concentrations across desert metro-
politan regions can vary considerably because of
legacy factors mentioned previously, as well as
urban structure (impervious land cover) and
landscape choices (lawns, tree cover, etc.) (36).
Certain features of streams are more effective
than others in retaining nutrients (37). For some
atmospheric pollutants, localized variation in
human behavior is less important than the col-
lective, temporal behavior of the population—for
example, in driving habits that produce daily or
weekly cycles of particulate, CO2, NOx, or O3

plumes (38).

Urbanization and Climate Change
Undoubtedly, urban centers, especially those in
the developed world, are the primary source of
greenhouse-gas emissions and thus
are implicated in global climate
change. Yet, the top-down influence
of global climate change on cities
may be overshadowed by local changes
in climate that accompany urbaniza-
tion (Fig. 2): increased minimum
temperatures and sometimes reduced
maxima, reduced or increased precip-
itation, and weekly cycles.

The best-documented example of
anthropogenic climatemodification is
the urban heat island (UHI) effect:
Cities tend to have higher air and sur-
face temperatures than their rural sur-
roundings (39), especially at night.
Several characteristics of urban envi-
ronments alter energy-budget param-
eters and can affect the formation of
the UHI. These include land-cover
pattern, city size (usually related to
urban population size), increased im-
pervious surfaces (low albedo, high
heat capacity), reduced areas covered
by vegetation andwater (reduced heat
loss due to evaporative cooling), in-
creased surface areas for absorbing
solar energy due to multistory build-
ings, and canyon-like heat-trapping
morphology of high-rises. The UHI is
a local phenomenon with negligible
effect on global climate (40), but its
magnitude and effects may represent
harbingers of future climates, as already-observed
temperature increases within cities exceed the
predicted rise in global temperature for the next
several decades. Kalnay and Cai (41) estimated
that urbanization and other land-use changes
accounted for half of the observed reduction in
diurnal temperature range and an increase in
mean air temperature of 0.27°C in the continental
United States during the past century. By com-
parison, downtown temperatures for the United
States have increased by 0.14° to 1.1°C per

decade since the 1950s (42). Research on the
effects of elevated temperature on remnant eco-
systems (e.g., parks and open space) within cities,
particularly when other variables are controlled
[e.g., (31)], may contribute much to our ability to
predict how ecosystems will respond to global
climate change (43).

UHI affects not only local and regional
climate, but also water resources, air quality,
human health, and biodiversity and ecosystem
functioning (42). Urban warming in hot climates
exerts heat stress on organisms, including hu-
mans, and may influence water resources by
changing the surface-energy balance, altering not
only heat fluxes but also moisture fluxes near the
surface. UHI may induce the formation of photo-
chemical smog and create local air-circulation
patterns that promote dispersion of pollutants
away from the city. In warm regions (and

summertime of cooler regions), urban warming
greatly increases energy consumption for cool-
ing. For example, about 3 to 8% of electricity
demand in the United States was estimated to
be used to compensate for UHI effects (42),
representing another indirect feedback to global
climate change. One way to mitigate the UHI
effect is by increasing vegetation cover and
albedo (39), but this strategy is a trade-off
requiring greater water use, especially in arid
regions.

Although local temperature changes may
exert greater influence on urban ecosystems than
global temperature increases at present, other
aspects of regional and global climate change
pose risks to cities. In particular, coastal cities
would be exposed to rising sea level and any
increased hurricane frequency caused by climate
change. Thus, one important aspect of achieving
urban sustainability is strengthening our ability to
respond to the changing relation between urban-
ization and climate. For cities to effectively re-
spond to global climate change, both mitigation
and adaptation strategies—and economic markets
for them—will be required.

Human Modifications of Hydrologic Systems
Throughout history, cities have sprung up along
rivers and deltas, precisely because of the avail-
able water. Seldom are these waterways left

unmodified. Within cities, water is intricately
linked to not only domestic use but also industrial
processes, adequate sanitation, and protection
from natural disasters (floods, hurricanes, and
tsunamis). Thus, humans have modified hydro-
systems to meet a large array of oft-conflicting
goals. Designed or altered streams, rivers, flood
channels, canals and other hydrosystems serving
urban areas neither replicate the aquatic ecosys-
tems they replace nor preserve the ecosystem
services lost (except for those, like flood convey-
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ance or water delivery, for which they are
designed). Consequently, there are few model
systems with which to compare these highly al-
tered environments [e.g., (44)]. Some have called
for restoration of streams in urban areas (45),
while others advocate study and management of
such designed ecosystems as unique ecosystems,
with a view to optimizing services to urban popu-
lations (46). Among such services we would in-
clude flood protection, habitat for a diverse aquatic
biota, nutrient retention, and a sense of place.

Among the most important modifications
that affect streams in urban areas is increased
impervious cover, which changes hydrology and
funnels accumulated pollutants from buildings,
roadways, and parking lots into streams. Point-
source pollution has been dramatically reduced
by regulation in the United States, but remains a
serious issue in many developing countries (47).
Industrial discharges, as well as sewage, contam-
inate rivers and lakes. Stormwater infrastructure
systems in newer cities are separate from waste-
water discharges, but the two streams are mixed
in older European and American cities, creating
acute pollution events in recipient systems. Both
storms and low flow-discharge from cities con-
tribute to localized or even regional pollution
downstream, especially from pesticides and
persistent organic pollutants.

The changes in chemical environment, expo-
sure to pollutants, simplified geomorphic struc-
ture, and altered hydrographs of urban streams
combine to create an urban stream “syndrome” of
low biotic diversity, high nutrient concentrations,
reduced nutrient retention efficiency, and often
elevated primary production (48, 49). Other eco-
system functional attributes respond less consist-
ently to urbanization, perhaps because the extent
and form of hydrologic alteration vary tremen-
dously among urban areas. Countering the urban
stream syndrome may require abandonment of
the ideal of a “restored” stream in favor of a
designed ecosystem. Successful, ecologically
based designs of novel urban aquatic ecosys-
tems are becoming more common and exemplify
stream-floodplain protection, retrofitting of
neighborhood stormwater flowpaths, and use of
low-impact stormwater/water capture systems as
creative solutions to urban stormwater manage-
ment (figs. S3 to S5).

Biodiversity Changes in Cities
Within cities, urbanization and suburbanization
usually reduce both species richness and even-
ness for most biotic communities [e.g., (48, 50)],
despite increases in abundance and biomass of
birds (51) and arthropods (52). Because the urban
footprint extends far beyond municipal bounda-
ries, urbanization may also reduce native species
diversity at regional and global scales (Fig. 2).
For example, urban sprawl in northern latitudes
appears related to declines in abundances in some
migratory birds in southern latitudes (53). Two

exceptions to this pattern are notable: (i) Plant
species richness and evenness both often increase
in cities relative to wildlands (54–56), probably
owing to the highly heterogeneous patchwork of
habitats, coupled with human introductions of
exotic species and preferences for species with
few individuals of each in landscaped yards. (ii)
Bird species richness may peak at intermediate
levels of urbanization because of increased
heterogeneity of edge habitats (57).

Humans often directly control plant richness,
evenness, and density. Individual human and in-
stitutional choice do not directly control most
other functional groups of species (herbivores,
predators, parasites, omnivores, detritivores) or
their trophic interactions (52), except for select
pest species and intentionally introduced, domes-
ticated herbivores and predators (e.g., cats).
Human-dictated urban plant communities, often
based on socioeconomic status, form the tem-
plate for these other functional groups of species.
Proposed mechanisms for changes in richness
and evenness include increased rate and seasonal
variability in productivity (58), relaxed predation
on the dominant species (59), increased competi-
tive abilities of some urban species (60), or in-
creased parasite pressure on less successful urban
species (61). These hypotheses are not mutually
exclusive. Certain species may become better
urban competitors because they are released from
natural enemies.

Urbanization also alters the species compo-
sition of communities. Within cities, biological
communities are often dissimilar to surrounding
communities as urban species become reshuffled
into novel communities (56). For example, bird
communities often shift to more granivorous spe-
cies at the expense of insectivorous species (51),
and arthropod communities may shift from more
specialized to more generalist species (62). Soil
nematode diversity does not vary between rural
and urban riparian soils, but functional composi-
tion changes to fewer predaceous and omnivo-
rous species in urban than in rural soils (63). At
the global scale of diversity, McKinney (64)
argued that cities are great homogenizing forces,
where some “urban-adapted” species become
common in cities worldwide, and a subset of
native species, usually species adapted to edges,
become locally and regionally abundant at the
expense of indigenous species. This homogeni-
zation of terrestrial and aquatic communities via
urbanization proceeds at different rates in differ-
ent geographic areas depending on human popu-
lation growth and species composition (65).

The urban environment is a powerful selec-
tive force that alters behaviors, physiologies, and
morphologies of city-dwelling organisms (66).
Anthropogenic changes that are both direct (e.g.,
built structures, habitat modification and frag-
mentation, wildlife feeding) and indirect (e.g.,
altered temperatures, productivity, and light;
noise and air pollution) (67) may cause short-

term changes in phenotypes of urban-dwelling
organisms [e.g., (68)]. In the longer term, urban
environments act as a potent evolutionary force
on population genetics and life-history traits of
urban species (68). Human organisms are not
immune to selective action of the urban environ-
ment. Social structure and interactions, physiology
and health, morphology (e.g., increased obesity),
and even long-term changes in genetics of human
urban residents may be associated with urban
living [e.g., (67)].

Given that urban land use and its footprint
will continue to expandworldwide, the prognosis
for maintaining diversity and function of bio-
logical communities and their associated eco-
system services within and near cities seems dire.
However, intensified conservation efforts to
preserve existing natural or semi-natural habitats
or to reconstruct habitats within or near cities
may ameliorate these biological changes (69).
Introduction of nonnative species combined with
the UHI may in some cities actually enhance
ecosystem services, such as soil mineralization
(70). Furthermore, reconciliation ecology (69),
where habitats greatly altered for human use are
designed, spatially arranged, and managed to
maximize biodiversity while providing economic
benefits (57, 69, 70) and ecosystem services
(64, 71), offers great promise that ecologists will
be increasingly called upon to help design and
manage new cities and reconstruct older ones
(fig. S6). Cities offer real-world laboratories for
ecologists to understand these fundamental pat-
terns and processes and to work with city plan-
ners, engineers, and architects to implement
policies that maximize and sustain biodiversity
and ecosystem function. With an ever-increasing
fraction of humans living in or near cities, these
are the biological communities that humans
experience—human connections and encounters
with urban nature have supplanted experiences
with natural biodiversity (64). Paradoxically,
these human experiences with nonnative, global
“homogenizers” (72), such as pigeons, may be
essential for conserving global biodiversity in
complex, human-modified environments.

Prospects
Cities are concentrated centers of production,
consumption, and waste disposal that drive land
change and a host of global environmental
problems. Locally, they represent microcosms
of that global environmental change and offer
opportunities for enriching both ecology and
global-change science. We know that the totality
of human activity occurs on a biophysically con-
strained planet, and urban ecology can elucidate
the connections between city dwellers and the
biogeophysical environment in which they
reside. As our ecological footprint expands, so
should our perception of issues of the greater
scales beyond us, and of the broader impacts of
our individual and collective life-styles, choices,
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and actions. Thus, our hope is that cities also
concentrate the industry and creativity that have
resided in urban centers throughout much of
human history, making them hot spots for solu-
tions as well as problems. Urban ecology has a
pivotal role to play in finding those solutions and
navigating a sustainable urban future.
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PERSPECTIVE

The Urban Transformation of the
Developing World
Mark R. Montgomery

Sometime in the next 20 to 30 years, developing countries in Asia and Africa are likely to cross a
historic threshold, joining Latin America in having a majority of urban residents. The urban
demographic transformation is described here, with an emphasis on estimates and forecasts of urban
population aggregates. To provide policy-makers with useful scientific guidance in the upcoming
urban era, demographic researchers will need to refine their data sets to include spatial factors as
well as urban vital rates and to make improvements to forecasting methods currently in use.

By 2030, according to the projections of
the United Nations (UN) Population Di-
vision (1), each of the major regions of

the developing world will hold more urban than
rural dwellers; by 2050 fully two-thirds of their
inhabitants are likely to live in urban areas. The
world’s population as a whole is expected to
undergo substantial further growth over the pe-
riod, almost all of which is expected to take place
in the cities and towns of poor countries. The
total urban population of these countries was
estimated by the UN Population Division to have
been 1.97 billion persons in the year 2000, but
that total is projected to increase to 3.90 billion by
2030 and further to 5.26 billion by 2050. This
will be an enormous change in both relative and
absolute terms. The urban demographic transfor-
mation influences and is influenced by four allied
trends in economic development worldwide:
globalization, which binds cities to each other
through international networks; the decentralization
of governments of poor countries, which is plac-
ing greater responsibilities on local and municipal
governments (2); evolving international develop-
ment strategies to fulfill the Millennium Devel-
opment Goals, which explicitly recognize urban
as well as rural poverty (3); and the urban impli-
cations of global climate change, which is likely
to put large coastal city populations at risk from
flooding, storm surges, and other extreme weather
events (4, 5).

In spite of its centrality to economic develop-
ment, the urban transformation of poor countries
has somehow largely escaped the attention of the
demographic research community. When it has
focused on urbanization, the demographic litera-
ture has tended to overstate the role being played
by very large cities and has underemphasized the
importance of small- and medium-sized cities.
The literature has also given insufficient weight
to urban natural increase versus rural-to-urban
migration as a source of city population growth.

There are policy opportunities here that warrant
far more attention than has been given to date (6).
In turning belatedly to urbanization, demogra-
phers have brought one important issue to the
forefront: the poor performance of the methods
currently being used to forecast city and urban
growth in developing countries (2, 7).

Urban and City Definitions
Much of what is known about the demography of
the urban transition stems from research con-
ducted by the UN Population Division, which
since the 1970s has been the sole source of inter-
nationally comparable city and urban estimates
and projections. The main challenge for its ana-
lysts is that of heterogeneity: The national defi-
nitions that yield these data vary substantially
across countries and over time.

Beijing offers one example of the difficulties
(8, 9). For the year 2000, the population of
“Beijing” was reported by Chinese authorities to
be 11.5 million people. But depending on how
the city boundary is drawn, the estimate could
have been as low as 8.5 million had the boundary
encompassed only the administrative units of the

city proper (depicted in darkest shading in the
left-hand side of Fig. 1). The official definition
also includes the populations of surrounding city
districts, which contain more rural than urban
residents but are functionally linked to the city
proper. Multiple social, economic, administra-
tive, and political judgements come into play in
the formulation of such city definitions, and it is
not obvious that the adoption of any single
definition is advisable. Although the conven-
tional urban-rural distinction still retains value,
a consensus is emerging that future classifica-
tion schemes will need to reserve a place for
third categories and degrees of urban-ness, as
well as the rural and urban ends of the spectrum
(10–12).

Although an international database that would
allow for consideration of multiple definitions is
not yet in hand, a template for this work has been
developed by the Global Rural-Urban Mapping
Project (GRUMP), which combines detailed ad-
ministrative boundary data with urban and rural
population counts for all countries and which has
supplemented these data with imagery derived
from remote sensing and other geographically
coded sources (13, 14). A sample of the GRUMP
results can be seen in the right-hand side portion
of Fig. 1, in which the irregularly shaped areas
depicted in light shading indicate where the ur-
ban concentrations of population are located in
Beijing province as determined by satellite obser-
vation of night-time lights (15). In this case, the
physical proximity of lights might serve as a
proxy for social, economic, and administrative in-
teraction. New measures such as these may aid
in the development of alternative urban and city
definitions (16, 4, 17–19).

The Urban Population Transition
The following analysis has its basis in an October
2006 update of the UN Population Division’s
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cities database (1). Although the units in which
city and town populations are recorded vary a
good deal and systematic biases have plagued
urban and city population forecasts based on these
data, there is little disagreement about the broad
patterns and trends.

During the period 2000–2024, the world’s
total population is projected to grow by 1.76
billion persons, with some 86% of this growth
expected to take place in the cities and towns of
developing countries (Fig. 2A). These near-term
prospects stand in sharp contrast to what was
experienced from 1950 to 1974, an era when rural
growth still exceeded urban. The projections sug-
gest that relatively little additional rural growth
will occur in developing countries (an increase of
some 190 million rural dwellers in total from
2000 to 2024) and that the UN anticipates that the
rural populations of more-developed countries
will continue to decline.

Among the major regions of developing coun-
tries, Asia now holds the largest number of urban
dwellers and will continue to do so (Fig. 2B). By
2025, Africa will have probably overtaken Latin
America in terms of urban totals, moving into
second place among the regions. (The urban pop-
ulation of developing Oceania is also shown, but
with only 1.92 million urban residents as of 2000

and 6.47million urban dwellers projected for 2050,
the totals for this region are hardly perceptible.)

In the 1950s, 1960s, and well into the 1970s,
regional urban growth rates (Fig. 2C) approxi-
mated 4% per annum, although declines were
already making an appearance in Latin America.
Had the growth rates of this early era been sus-
tained, the urban populations of the three regions
would have doubled roughly every 17 years. By
the year 2000, however, urban growth rates had
fallen considerably in each of the three major
regions. As Fig. 2C indicates, further growth rate
declines are forecast for the first few decades of
the 21st century, with urban Latin America pro-
jected to approach a state of zero growth. Much
as with population growth rates overall in develop-
ing countries, the urban growth rates in force
before 2000 are substantially higher than the rates
thatwere seen during comparable historical periods
in the West, with the difference being due to lower
urban mortality in present-day populations, stub-
bornly high urban fertility in some cases, and an
built-in momentum in urban growth that stems
from the distinctive age and sex structures be-
queathed by in-migration of young adults and past
population growth (2). Even if the projected
downward trends in growth rates come to pass,
by 2050 urban growth rates in Africa would

remain about 2% per annum, a rate that would
double the urban population of that region in 35
years.

In each of the developing regions, the urban
percentage is advancing in a seemingly inexora-
ble fashion, and by 2030 urban majorities are
projected to emerge in both Asia and Africa.
Despite what is often assumed, when compared
with the historical experience in Western coun-
tries, these decade-to-decade changes in urban
percentages—sometimes termed the pace of
urbanization—are not especially large (2). The
literature exhibits some confusion on this point,
often failing to distinguish rates of urban growth,
which are rapid by historical standards, from the
pace of urbanization, which falls well within the
historical bounds.

What has no historical parallel is the emer-
gence of hundreds of large cities, especially in
Asia and Latin America, which each have several
cities above 10million in population. This remark-
able feature of the urban transition has attracted a
great deal of interest and seems to have fostered
the impression that most urban residents in the
developing world live in huge urban agglomer-
ations. In fact, of all urban residents in cities of
100,000 and above in the developing world, only
about 12% live in megacities, i.e., about 1 in 8 of
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urban residents (Fig. 3A). Smaller cities are
generally less well provided with basic services
than large cities, such as improved sanitation and
adequate supplies of drinking water (2). Rates of
fertility and infant and child mortality in small
cities can be little different from the rates pre-
vailing in the countryside. Their municipal gov-
ernments seldom possess the range of expertise
and managerial talent found in the governments
of large cities. Yet in an era of political decen-
tralization, these smaller cities are increasingly
being required to shoulder substantial burdens in
service delivery and take on a larger share of
revenue-raising responsibilities (2). Given all
this, it is surprising how often small cities have
been neglected in policy discussions (20).

The empirical record suggests that various
social and spatial feedback mechanisms cause
large cities to exhibit declining rates of popula-
tion growth, as illustrated by the cases of Jakarta,
Seoul, and Bangkok (Fig. 3B). In offering ex-
planations, urban economists emphasize how in-
creases in city size drive up rents and the many
costs of congestion, discouraging prospective
migrants and encouraging business relocation.
Urban geographers stress the difficulties of lo-
cating and measuring the growth of large cities,
noting that faster population growth at an urban
periphery, whichmay not necessarily be recorded
in growth rate statistics, often ac-
companies slower growth in the
city center.

Another plausible explanation
that receives far too little attention
is that city growth rates are driven
down over time by declines in ur-
ban fertility rates. Research by the
UN Population Division, based on
a sample of countries providing
two or more national censuses, al-
lows urban population growth rates
to be divided into a natural urban
growth component (the difference
between urban birth and death rates)
and a residual that combines net mi-
gration with spatial expansion (21).

The details are complicated and the sample of
countries small; nevertheless, the results are
strikingly at odds with the usual perception of
the sources of urban growth. In developing
countries, about 60% of the urban growth rate is
attributable to natural growth; the remaining 40%
is due to migration and spatial expansion.
Recently, a very similar rule was established for
India over the 4 decades from 1961 to 2001, with
urban natural growth again accounting for about
60% of the total [p. 32 of (22)]. Not surprisingly
given its low fertility levels, the tight controls that
kept migration in check until the 1980s, and the
subsequent unleashing of migration, China pre-
sents something of an exception. There, the UN’s
estimate puts the contribution of natural urban
growth at about 40% of the growth rate total.

Many developing-country policy-makers have
expressed greater concern about rates of city
growth in their countries than about national
population growth, and they have not infrequent-
ly acted on such concerns with aggressive tactics
aiming to expel slum residents and repel rural-to-
urban migrants (6). It is therefore surprising how
little attention has been paid to a growth-rate pol-
icy of a very different character: urban voluntary
family-planning programs. Over the past half-
century, such programs have compiled an im-
pressive record across the developing world in

facilitating fertility declines and reducing un-
wanted fertility. Empirical analysis of developing-
country city growth and fertility suggests that
when national total fertility rates decline by one
child, this is associated with a decline of nearly
1 percentage point in city population growth rates
for that country (23). Family-planning programs
offer an effective and humane alternative to the
ineffective and brutalizing measures that have
been applied all too often.

Forecasting City Growth
The performance of the UN urban and city
population forecasts leaves much to be desired:
As Table 1 indicates, they have consistently
projected growth rates (and thus population sizes)
that are too high (2, 7). The mean percentage fore-
cast errors are large for the 20-year- and 10-year-
ahead forecasts; for example, the 20-year-ahead
forecast for Latin America, made in 1980, proved
to be 19.8% too highwhen the region’s 2000 urban
population was finally counted. The tendency to
overproject is not evident in the UN’s forecasts of
total population at the national level, and it per-
sists despite the insertion of an algorithm in the
city forecasting model designed to slow projected
growth rates as city size increases. Diagnosing
the source of these errors is difficult given that the
UN’s method makes no use of fertility or mor-
tality rates (which the UN projects in separate
exercises) and has not yet incorporated spatially
disaggregated data such as shown for Beijing
(Fig. 1). Alternative forecasting methods are now
being actively explored (7, 23).

If the details remain in doubt while these
scientific issues await resolution, at least the broad
outlines of future urbanization can be perceived
from the UN figures, as can the items in the
research agenda that urgently need attention if
demographic data and methods are to provide
useful scientific guidance. Perhaps the greatest
need on the demographic front is to ensure that
the censuses regularly fielded by developing
countries are analyzed at the level of small geo-
graphic units and the results placed in the hands
of the local and municipal governments that will

need to make use of such data to ef-
fectively plan for the pace and spatial
distribution of future growth. Remote-
sensing methods can serve as a val-
uable supplementary tool, if not in
estimating population as such, then in
monitoring the spatial spread of city
populations in the intercensal periods.
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Reproducing in Cities
Ruth Mace

Reproducing in cities has always been costly, leading to lower fertility (that is, lower birth rates) in
urban than in rural areas. Historically, although cities provided job opportunities, initially residents
incurred the penalty of higher infant mortality, but as mortality rates fell at the end of the 19th
century, European birth rates began to plummet. Fertility decline in Africa only started recently
and has been dramatic in some cities. Here it is argued that both historical and evolutionary
demographers are interpreting fertility declines across the globe in terms of the relative costs of
child rearing, which increase to allow children to outcompete their peers. Now largely free from the
fear of early death, postindustrial societies may create an environment that generates runaway
parental investment, which will continue to drive fertility ever lower.

Reproducing in cities has been seen as a
difficult enterprise ever since cities were
created. Cities were, and often still are,

havens of disease and crime, characterized by
costly and crowded housing, transitory commu-
nities, and a lack of kin support among inhabi-
tants. Indeed, the notion that the “country” is the
best place to rear children dates back to the
Romans (1). Urban dwellers faced higher rates
of infant mortality than their rural compatriots
right up to the early 20th century (2), such that
most cities were only maintained by a constant
influx of migrants. Infanticide and infant aban-
donment were used as means of controlling fam-
ily size, and even if rescued, the prospects for
foundlings were precarious (3). The famous 18th-

century naval captain and philanthropist Thomas
Coram, when home from his seafaring duties,
was distressed by the number of abandoned
babies he observed on the streets of London,
which inspired him to set up England’s first
foundling hospital in 1741 (4). Unfortunately,
similar institutions in other cities could not
sustain such levels of philanthropic support in
the face of rising numbers of foundlings.

An alternative to such drastic and cruel mea-
sures to defray the costs of child rearing is not to
have so many children in the first place. The
strategy of limiting fertility through techniques
such as delaying marriage and sexual abstinence
within marriage were not limited to city life; we
know they were first used by rural groups, rang-
ing from African pastoralists relying on slow
breeding livestock such as camels (5) to prein-
dustrial German farmers trying to maintain the
integrity of their farms by reducing the numbers

of offspring claiming the inheritance (6). The
industrial revolution and its resulting urbaniza-
tion seem ultimately to have led to a population-
wide desire to curb fertility by these techniques.
In the late 19th and early 20th centuries, fertility
in Britain plummeted in 70 years, from families
of six to eight children being common to fam-
ilies of more than four children becoming rare.
This fertility decline has since become a global
phenomenon, albeit with many local differences.
Family sizes shrunk first throughout Europe and
then in the Americas and Asia, and by the end
of the 20th century, this process finally began in
earnest in Africa (7). There is a broad associa-
tion between declining fertility and declining
mortality across countries, although the latter
does not necessarily precede the former across
individual states or regions, and fertility has
continued its downward trend in the West, long
after mortality rates were greatly reduced. Here,
I have taken an evolutionary perspective to ex-
plain some of the mechanisms that might be
underpinning this phenomenon.

The fertility decline in Africa is happening
fastest in urban areas. In Ethiopia (Fig. 1), a dif-
ference of nearly four children between family
sizes in the capital city (Addis Ababa) and in
rural areas is the highest such difference seen
anywhere (8, 9). Although HIV/AIDS can de-
press fertility to some extent (10), this cannot
fully explain the urban fertility decline, which
started before the HIV epidemic took hold. The
rural-urban difference is not specific to Ethiopia
(even in Europe, where the rural-urban division
is somewhat blurred, fertility is still higher in
rural than in urban areas). But examining a case
where the difference is so dramatic highlights
what underlies this trend. Contraceptive services
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are now readily available in much of urban Africa,
but that cannot provide a general explanation,
because the fertility declines in Europe predated
the existence of modern contraceptives. Other
underlying causes must be at work.
Like many cities, Addis Ababa has
grown rapidly, with many recent
migrants whose parents or grand-
parents might be living in distant
rural areas. Housing is crowded and
costly, often forcing people to travel
long distances to work. Unskilled
labor is paid very poorly, and many
unskilled women work as domestic
servants or sex workers (two pro-
fessions not easily compatible with
motherhood). Among the urban poor,
marriage rates are low and divorce
rates are high as individuals struggle
to support themselves, let alone gen-
erate surplusmeans that could support
a family.

From an evolutionary demo-
graphic perspective, it is not sur-
prising that the poorest in Addis
Ababa are having the greatest
difficulty building families. But this trend is
not typical of historical fertility declines, where
generally the wealthy were the first to reduce their
fertility. Taking Ethiopia as a whole, the very
poorest communities are rural, but for those living
on farms, the additional costs of raising a family
are low; so, as in most countries, the rural poor are
outreproducing the relatively better-off city dwell-
ers. Yet the increasing shortage of farmland, com-
bined with heavy agricultural work loads, lower
levels of public services, fewer opportunities for
education, few means to escape poverty, and the
associated risk of hunger, continues to push mi-
grants into the city (where, unlike their 19th-century
equivalents during European industrialization,
they do not suffer increased infant mortality).
Migrants clearly believe that they will be better
off in the city, despite the much higher cost of
living and thus the reduced chance of marriage
(8). Indeed, higher urban body mass indexes and
lower urban infant mortality rates imply generally
better access to food and medical facilities in an
urban environment (11).

It is a basic tenet of evolutionary ecology
that individuals with more resources generally
have more offspring. So the negative relation-
ship between wealth and fertility that commonly
emerges, at least in large heterogeneous pop-
ulations like nation-states, presents something of
a challenge for evolutionary demographers to
explain. However, in homogeneous subpopula-
tions, wealth usually does correlate positively
with family size (12). This difference in direc-
tion between local and global trends can occur if
subpopulations each have different costs asso-
ciated with raising children, and the levels of
parental investment per child (such as food,

care, education, or material wealth to give them)
vary as a result (Fig. 2). Paradoxically, a de-
crease in the cost of children can lead not only
to larger families but also to greater poverty and

higher malnutrition, because each child can
survive on less food or with lower levels of in-
herited wealth (13, 14); having a larger family
maximizes reproductive success but goes hand
in hand with lower levels of parental investment
per child. In contrast, when the cost of family
building is raised, the opposite occurs: More has
to be invested in each offspring to enable them to
go on to reproduce, and simulations have shown
that this can lead to a more prosperous society (14).

Industrialization and urban living enable
new professions to emerge, some of which are

only available to those invested with consider-
able capital or training. In Britain, wealthy pro-
fessionals were among the first to reduce their
fertility, although different groups reduced their
fertility at different times: for example, factory
workers in cotton mills lowered their fertility far
earlier than did coal miners. Historian Simon
Szreter summed up this diversity of declining
fertility rates in Britain and elsewhere as being
driven by the “perceived relative costs of child
rearing” (15). Whether perceived relative costs
are equivalent to actual costs is a moot point; but,
in essence, historical and evolutionary demogra-
phers are converging on similar explanations for
demographic change. The cost of raising a child
includes enabling it to compete with its peers—
for marriage partners, for jobs, or for the means
to support a family—and if that competition
increases costs, then basic evolutionary ecology
predicts that optimal fertility will decline (16).
Education introduced a new mechanism through
which children could compete for future em-
ployment opportunities. School also adds pres-
sure on parents to present adequately fed and
dressed offspring for public scrutiny. Culturally
acceptable levels of parental investment then
rise; but is this process based on real changes in
costs and benefits, or is it simply based on a
cultural shift that has swept around the world
in the 20th century, as many demographers
believe (17)?

That a trend could be adopted globally by
chance stretches credulity: Some common pro-
cess must underlie the ever-increasing perceived
relative costs of child rearing. Evolutionary the-
ory provides us with mechanisms, well described
in the biological literature, through which com-
petition for mates can generate runaway selection

leading to ever more costly court-
ship displays (18–20). Models have
shown that runaway processes can
also occur in the evolution of cul-
tural traits, either using models
based on biased modes of cultural
transmission (21) or on the ultimate
value of the trait (22). In post-
industrial urban societies over the
long term, reproductive strategies
based on having few, higher quality
offspring could be more successful
than strategies based on having
more, lower quality offspring (22).

Transfers of resources from par-
ents to offspring are key to under-
standing human life-history evolution
(23). In wealth-owning societies,
siblings compete with each other for
their parents’material and intellectu-
al resources (24–26). If parental
investment is a key influence on
children’s future success, and the
ability to invest effectively in chil-
dren is heritable (and cultural traits

Fig. 1. A camel bringing sacks of charcoal from the country-
side into Addis Ababa, Ethiopia: an African city showing marked
declines in family size. [Photo by R. Mace]
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such as wealth and status are usually highly
heritable), then it is possible that runaway cultural
selection has occurred in preferred levels of
investment in each child (27), driving the
quantity/quality trade-off further in the direction
of offspring quality. Hence, I argue that the
emergence of postindustrial life, now largely free
from the fear of early mortality, seems to have
generated conditions under which a runaway
process of ever-escalating levels of investment in
our children continues to drive fertility ever lower.
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PERSPECTIVE

Health and Urban Living
Christopher Dye

The majority of people now live in urban areas and will do so for the foreseeable future. As a
force in the demographic and health transition, urbanization is associated with falling birth and
death rates and with the shift in burden of illness from acute childhood infections to chronic,
noncommunicable diseases of adults. Urban inhabitants enjoy better health on average than
their rural counterparts, but the benefits are usually greater for the rich than for the poor, thus
magnifying the differences between them. Subject to better evidence, I suggest that the main
obstacles to improving urban health are not technical or even financial, but rather are related
to governance and the organization of civil society.

For the citizens of 18th century London
and Paris, it was the worst of times. As far
as public health was concerned, the best

of times would be for future generations. By
modern health standards, London in the 1700s
was a slum: Between 10% and 30% of infants
died before their first birthdays (1), and although
the death rate of young children was lower in
richer parts of the city, there was little variation
in life expectancy across social classes. Edwin
Chadwick’s “sanitation revolution” gained mo-
mentum in the early 1800s and was given
greater impetus by the Public Health Act of 1848,
but even in 1858, the River Thames brought
“the sewage of three millions of people…to
seethe and ferment…in one vast open cloaca.”
[Winslow in (2)]. Conditions were no better in
19th century Paris: Relatively high food prices
and poor sanitation left Parisian men more
stunted than men elsewhere in France (3, 4). In

Europe today, about 70% of people live in urban
areas. In the Europe of 1800, only 10 to 15% of
people did so, partly because of the atrocious
living conditions. Cholera, dysentery, measles,
plague, smallpox, tuberculosis, typhus, and other
infections, exacerbated by undernourishment,
imposed an “urban penalty” such that deaths,
mostly of children, exceeded births (Fig. 1).
London, Paris, and other European cities
could only grow by immigration from the
countryside (5).

The 1848 act focused on sanitation—piping
clean water to homes and safely disposing of
human waste—but led on to a wider range of
environmental improvements that had benefits
for health, including ventilation of dwellings
and streets, the preservation of green spaces, and
the upgrading of road surfaces (6). By the start
of the 20th century, urban health was typically
improving faster than rural health in the indus-
trialized world, and towns and cities grew faster
than their hinterlands. As cities expanded, they
started to provide a variety of indirect benefits to

health: large markets with a steady and diverse
food supply, economies of scale with low trans-
portation costs, organized public services, and a
critical mass of educated people that was needed

World Health Organization, 1211 Geneva 27, Switzerland.
E-mail: dyec@who.int

Fig. 1. An illustration of the beginning of a
cholera epidemic in Paris, April 1832, by Jules
Pelcoq, from an 1866 edition of Histoire Populaire
de la France, published by Hachette. [Stefano
Bianchetti/Corbis]
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to establish centers of enterprise,
learning, and innovation.

Today, more than half the
world’s population—about 3.3 bil-
lion people—lives in urban areas
(7), including roughly 50,000
settlements of at least 50,000
people (8, 9). By 2015, and for
the foreseeable future beyond,
population growth will be main-
ly urban, mainly in the 500 or so
cities that have 1 million to 10
million inhabitants, and mainly
in poorer countries. Although
three-quarters of the people who
earn less than a dollar a day still
live in rural areas, the proportion
and number of poor people
living in urban areas are rising
(10). About one in three urban
inhabitants—roughly one billion
people—now live in slums, but
the proportions are much higher
than this average in sub-Saharan
Africa and South Asia (7).

Some of these contemporary
statistics, set against the histori-
cal backdrop of urbanization in
Europe, give reason for thinking
that life in built-up areas could
be worse than in the surrounding
countryside. The risks to health
are obvious where urban water
supplies are polluted, coastal
sites are susceptible to flooding,
crowding promotes the spread of
infectious diseases, electricity
supplies are intermittent, health
services are inaccessible, life
without family and social support is desolate,
and roads and recreation areas are dangerous.
Yet the sanitation revolution, and its after-
math, makes it clear that urban health has the
potential to be far better than rural health.
Although the nascent literature on urban
living gives examples of both positive and
negative effects, the general features of urban
health are only just being described and
explained. Here, I describe five characteristics
of urban health that underpin the debate about
how to foster healthy urban living in the
future.

First, within countries, health is generally
better on average in urban than in rural areas
(8, 10, 11). By contrast with Europe up to the
19th century, births exceed deaths in most, if not
all, urban agglomerations today. Consequently,
many urban centers now show endogenous
growth, in addition to growth by immigration
from the countryside. Furthermore, although the
number of slum-dwellers is growing in most
parts of the world, the number of richer people
is growing faster, mainly as a result of the wide

range of economic opportunities that cities pro-
vide. Between 1990 and 2001, the slum pop-
ulation of Indonesia grew by 1.4% annually, but
the whole urban population was rising at 4.4%,
doubling in 16 years (12). In general, slum
dwellers are a diminishing fraction of urban
populations, and this is one reason that urban
health is, on average, getting better.

The comparative health advantage of urban
living is also revealed in lower fertility (Fig. 2A)
and infant mortality rates (Fig. 2B), which have
numerous interlinked determinants, including
improved sanitation and nutrition, and easier
access to contraception and health care (13, 14).
The strong correlations in Fig. 2, A and B, make
a second important point: Although fertility
and mortality rates tend to be lower in cities,
the rates in urban and rural areas remain tied.
In comparisons among countries, low urban
mortality is associated with low rural mortal-
ity. Cities do not exist in isolation; they are
part of the “national metabolism.” Studies on
the link between urban and rural poverty have
suggested that the growing wealth of cities

brings direct benefits to people living in rural
areas (10).

Third, while urbanization appears to be a force
for better health (10), the force does not operate in
the same way everywhere. In comparisons among
countries, 40% of the variation in child mortality
is explained by the proportion of the population
living in urban areas, but most of this (34%) is
due to interregional differences (Fig. 3) (15, 16).
The mortality rate of children under 5 years in
sub-Saharan Africa is about 10 times as high as
it is in the established market economies, but in
neither region is child mortality much affected
by the level of urbanization. Clearly, health can
and does tend to improve with urbanization, but
the scale of the benefits is conditional on other
factors, such as the effectiveness of public ser-
vices and the opportunity for private enterprise.

Fourth, the health benefits of urbanization
are not uniform (17–19). Urbanization, poverty
reduction, and improvements in health are linked
through economic growth (10), but economic
growth is also associated with greater health
inequalities within countries, as measured in

A

C D

B

Urban

R
u

ra
l

R
u

ra
l

0 1 2 3 4 5 6 7 8

8

7

6

5

4

3

2

1

0

Sub-Saharan Africa

Asia and Pacific

Arab States

Latin America

Central and Eastern 
Europe, Central Asia

Under 5 Infant

Rural  (poorest/richest)

U
rb

an
  (

p
o

o
re

st
/r

ic
h

es
t)

0 1 2 3 4 5 6

4

3

2

1

0

Rural/urban  (poorest)

R
u

ra
l/u

rb
an

  (
ri

ch
es

t)

0.5 1.0 1.5 2.0

2.0

1.5

1.0

0.5

Urban

0 20 40 60 80 100 120 140 160

160

140

120

100

80

60

40

20

0

Fig. 2. (A) Fertility rates (births per woman 15 to 49 years) and (B) infant mortality rates (<1 year, per 1000
births) are typically higher in rural than urban areas (i.e., above the diagonals that mark the points where rates
are the same in urban and rural areas). Regions in (B) are color-coded as in (A). (C and D) Child mortality ratios.
Inequality in infant (red) and under 5 (blue) mortality tends to be greater in urban than rural areas, as judged
from mortality ratios in (C) poorest 20%/richest 20% of families and (D) rural/urban areas (ratios mostly above
diagonal). (D) Although urban living is especially beneficial for the rich, the poor generally benefit, too (ratios
mostly >1). Poverty and wealth are determined from a household asset score in Demographic and Health Surveys
(20). Data in (A) and (B) are from 94 and 90 countries, respectively (13), data in (C) are from 22 surveys in 18
countries, and data in (D) are from 22 surveys in 17 countries (21).
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terms of the variation in child
mortality, stunting, under-
weight, and life expectancy,
and the association holds with-
in the richest and the poorest
nations alike (19).

Urban living is one factor
associated with these growing
disparities. Demographic and
Health Surveys (DHS) (20, 21),
which provide unusually reli-
able data on urban health, re-
veal that the children of both
rich and poor families gain
from urban living, but the rich
gain more. The ratio of child
mortalities (infant and under
5 years) in the poorest 20%
of families to the richest 20%
is typically higher in urban
than rural areas (Fig. 2C). To
reinforce the point, rural/ur-
ban mortality ratios are mostly greater than
1 (upper right quadrant), but higher for the
richest than for the poorest families (above
diagonal, Fig. 2D) (21). Ratios less than
1 sometimes arise when the children of the ur-
ban poor (e.g., slum dwellers) suffer high
mortality rates compared with the rural popula-
tion (22, 23). However, while urbanization
magnifies the disparities in child survival in
many countries, it does not do so everywhere;
the exceptions revealed in DHS include Bolivia,
the Dominican Republic, Egypt, Indonesia,
Morocco, and Peru.

Fifth, we may assume that the health of
adults, as for children, tends to be better in urban
areas. However, no investigation has yet shown
that the health benefits of urban living generally
outweigh the health risks. City dwellers are
comparatively wealthy and lead more sedentary
lives with easier access to low-cost, low-fiber,
high-energy, high-fat food. The proportion of
adults (and children) who are overweight is rising
in both rural and urban settings, but it is rising
faster in cities (24), with implications for the
incidence of diabetes, heart disease, certain
cancers, and stroke. Nevertheless, where a higher
proportion of people is overnourished, a lower
proportion is undernourished (24), reducing
stunting, wasting, and other conditions due to
micro- and macronutrient deficiencies. In some
countries, such as China, indoor air pollution is
worse in certain rural than urban areas and has a
bigger impact on chronic obstructive pulmonary
disease (25). The poorer inhabitants of cities,
though, are often exposed both to indoor and
outdoor air pollution, and the effects of air
pollutants on lung diseases in cities have not
been systematically measured. Traffic accidents,
mostly in the rapidly growing, congested cities of
developing countries, now kill more than a
million children and adults each year, and the

number of casualties worldwide is bound to rise
(26). However, richer countries have shown how
measures to improve road safety can be re-
warded by a steady fall in casualties. Communi-
cable diseases pose both greater and lesser risks
to adults in towns and cities, depending on the
life cycles of the pathogens involved. The lower
incidence of malaria in urban areas (27) may,
depending on the setting, be offset by the greater
incidence of HIV infection (28) or tuberculosis
(29).Whether the transmission of Chagas disease
and dengue is augmented or diminished in urban
areas depends on details such as the quality of
house construction (resting sites for triatomine
insect vectors in cracked walls) and the dis-
tribution of standing water (habitat for larval
mosquitoes).

In sum, urbanization is a force in the global
demographic transition from high to low birth
rates and short to long life spans, and in the health
and nutritional transitions that are shifting the
burden of illness from acute childhood infections
to chronic and mostly noncommunicable dis-
eases of adults. Children have a higher chance of
surviving to adulthood in urban areas, but the
potential benefits of urbanization have been
unevenly exploited around the world. The urban
environment favors many of its inhabitants, but
especially the rich and not always the poor.
Adults, too, probably enjoy better health in cities,
but hard facts are hard to find.

Although rural-urban comparisons provide a
convenient framework for analysis, the urban
health goal is not simply to be better on average
than rural areas. Nor is it satisfactory to trade
one medical condition against another in sum-
mary statistics on life expectancy. The ambition
must be to attain good health for all absolutely.
In this context, the Millennium Development
Goal of achieving “a significant improvement
in the lives of at least 100 million slum dwell-

ers” by 2020, a mere 10% of
current numbers, is decidedly
modest (30). In deciding,
based on the available evidence,
how to reach and exceed these
goals, some provocative com-
parisons can be made between
cities. For instance, why are
infant mortality rates in Curi-
tiba, Brazil (~10/1000 births),
so much less than in Nairobi,
Kenya (~40/1000 births on
average and over 90/1000
births in slums) (22)? Among
the many differences between
these two cities, which are
crucial?

Many of the prescriptions
for better urban health are in
fact self-evident and are often
inexpensive: healthy housing,
primary health care, commu-

nicable disease control through sanitation and
vaccination, safe roads, and targeted assistance
to women. They are also not specific to urban
areas. The tough problem is that technical
solutions need a framework in which they can
be executed. Hence, the call for “healthy
governance,” regulated land ownership, probity
in financial investment, social cohesion, the
empowerment of civil society, and foresight in
planning the physical environment (7, 11, 30).
The right structure is hard to create because there
are no recipes for social cohesion and good
governance. Yet there is an imperative to succ-
eed: If cities are the “defining artifacts of
civilisation” (31), a nation may now be judged
by the health of its urban majority.
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PERSPECTIVE

The Size, Scale, and Shape of Cities
Michael Batty

Despite a century of effort, our understanding of how cities evolve is still woefully inadequate.
Recent research, however, suggests that cities are complex systems that mainly grow from the
bottom up, their size and shape following well-defined scaling laws that result from intense
competition for space. An integrated theory of how cities evolve, linking urban economics and
transportation behavior to developments in network science, allometric growth, and fractal
geometry, is being slowly developed. This science provides new insights into the resource limits
facing cities in terms of the meaning of density, compactness, and sprawl, and related questions of
sustainability. It has the potential to enrich current approaches to city planning and replace
traditional top-down strategies with realistic city plans that benefit all city dwellers.

Throughout the 19th century, social com-
mentators universally damned the growth
of cities, the chorus rising to a crescendo

in the writings of William Morris, who spoke
of “the hell of London and Manchester” and
“the wretched suburbs that sprawl all round our
fairest and most ancient cities” (1). These sen-
timents have dominated our approach to cities
and their planning to this day: Cities are still seen
as manifesting a disorder and chaos requiring
control through the imposition of idealized
geometric plans. There have been few dissenting
voices, an exception being Jane Jacobs (2), who
argued half a century ago that far from being
homogeneous and soulless, cities are essential
crucibles for innovation, tolerance, diversity,
novelty, surprise, and most of all, for economic
prosperity.

In the past 25 years, our understanding of
cities has slowly begun to reflect Jacobs’s mes-
sage. Cities are no longer regarded as being dis-
ordered systems. Beneath the apparent chaos

and diversity of physical form, there is strong
order and a pattern that emerges from the myriad
of decisions and processes required for a city to
develop and expand physically (3). Cities are
the example par excellence of complex systems:
emergent, far from equilibrium, requiring enor-
mous energies to maintain themselves, displaying
patterns of inequality spawned through agglom-
eration and intense competition for space, and
saturated flow systems that use capacity in what
appear to be barely sustainable but paradoxically
resilient networks.

The Size and Scale of Cities
Urban complexity has its basis in the regular
ordering of size and shape across many spatial
scales (4). Cities grow larger to facilitate a di-
vision of labor that generates scale economies
(5), and it is a simple consequence of compe-
tition and limits on resources that there are far
fewer large cities than small. However, the
self-similarity observed across many spatial
levels implies that the processes that drive ag-
glomeration and clustering in small cities are
similar to those in large cities; indeed in cities
of any size.

A lot of the work on scaling has taken cities,
firm sizes, and incomes as key exemplars. In the
1930s, Christaller first showed that market areas
or hinterlands around cities scaled across a geo-
metric hierarchy in terms of their population size
(6). Gibrat (7) argued that such scaling could
be approximated from log-normal distribu-
tions, which emerge when objects (cities and
firms) grow randomly but proportionately,
whereas Simon’s simple birth and death mod-
els (8) have been widely applied to demonstrate
the same logic. Recently Gabaix, Solomon, and
others (9, 10) have shown that such growth
generates scaling in the steady state, which is
consistent with various economic models that
explain how systems grow through agglom-
eration. A consequence of all this is that many
physical (geometric) and functional (economic)
explanations are converging (11, 12). The vol-
ume of work is now so extensive that a wide
variety of size distributions are now known to
show scaling (13). Examples for city popula-
tions over 1 million, for cities in the United
States with over 100,000 people, and for the
200 tallest buildings in the world are shown in
Fig. 1A.

There are still many puzzles associated with
such scaling. Gibrat’s law assumes that not only
are growth rates random but so is their variance,
yet there is now considerable evidence that such
rates and their variances scale with size (14, 15).
Despite agglomeration effects that relate to size,
there is a strong suspicion that the best places
to locate new growth are in smaller rather than
larger cities, reflecting the tradeoff between
economies of scale and congestion, which both
increase as cities get bigger. The implications
are controversial. The age-old question of what
the “optimal” size for a city is is as open as it
has ever been.

Interactions, Networks, and Densities
Where the focus is on interactions between
cities in terms of trade or migration, and within
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cities in terms of commuting, shopping, and
other social movements, scaling has recently
been discovered with respect to such networks.
In the past, the focus was almost entirely on
modeling traffic flows rather than on the prop-
erties of such networks per se (16), although the
distribution of traffic volumes originating from
or destined for different locations in a city has
long been known to be scaling (Fig. 1B). Den-
sity distributions are also essential outcomes
from urban economic models where the focus is
on the tradeoff between travel cost or distance
and the cost of space, as in rent, house prices,
and land values (17). These distributions gen-
erate an approximate scaling against distance
from an established center shown for London in
Fig. 1C. As yet, there are no integrated theories
tying these ideas together in an economic frame-
work consistent with physical scaling, although
progress is being made (18). Nor are there any
serious uses of such theory to determine ways in
which realistic city plans might be devised,
although many land-use–transportation models
that incorporate such ideas are being used to
evaluate the feasibility of new urban plans (19).
After 40 years of effort, their use is hardly
routine but this is still progress.

With the growth of network science (20), the
focus has been on physical infrastructures, such
as the topology and geometry of street and rail
systems. These systems are characterized by
scale-free activity at the nodes as measured by
their number of connections, for example, but it
is now clear that this type of scaling is also re-
flected in traffic volumes at nodes as we imply
in Fig. 1B. Much of the work in network sci-
ence to date has been on classifying network
topologies into various shapes of graphs through
their statistical properties. Where it is being
applied, it is being used to inform the way in
which people and vehicular traffic move at quite
fine spatial scales, such as in pedestrian densities

and dynamics in street networks, which show
similar scaling to city size (21, 22). Because net-
work science is not rooted primarily in Euclidean
space but deals as much with topologies, such
as social networks, this suggests ways in which
our longstanding physical approach to cities
can be consistently linked to urban economic
and social functions that only obliquely man-
ifest themselves in geographical or physical
terms. Interesting and useful insights about con-
nectivity and inequality that reflect new ideas
about how close or how segregated and con-
gested people are in cities are being discovered
(23). All this is essential to understanding how
information flows both replace and comple-
ment material flows of resources that have un-
derpinned the spatial organization of cities
hitherto.

Urban Geometry and Morphology
City morphology is reflected in a hierarchy of
different subcenters or clusters across many
scales, from the entire city to neighborhoods,
organized around key economic functions. These
in turn reflect the resources needed to service
them and the spatial range over which their de-
mand is sustainable. Cities are thus classic
examples of fractals in that their form reflects
a statistical self-similarity or hierarchy of clus-
ters (24). Large cities often develop as existing
towns coalesce, with new edge cities being de-
veloped on their periphery as they change in
scale. The way such fractal growth occurs has
been likened to various physical growth pro-
cesses ranging from percolation to diffusion-
limited aggregation (25). These map onto the
more established notions of density decay with
respect to distance in cities from their established
center. A typical picture for greater London is
shown in Fig. 2A.

Presenting this structure in terms of the trans-
portation network in Fig. 2B provides another

perspective on fractal structure consistent with
scale-free networks. Allometric methods can be
used to link the size and shape of living objects
to the networks they use to deliver resources
to their parts (26). West and his colleagues
have recently shown that as cities grow in
size, physical networks tend to grow more
slowly than city size; that is, the physical
infrastructure used to move resources around
does not increase as fast as the number of such
resources, whereas key economic activities
such as the number of innovations as mea-
sured through financial services, patents, and
scientific products increase faster than city
size in terms of population (27). Thus, big cities
appear more attractive to the most productive
industries, but it is easier to move resources
around in small cities.

Models that simulate fractal structures can
be calibrated to real situations and used for
future predictions based on simple rules of land
development (28). But their most effective use
is to deconstruct the rules that have been used in
the past to design idealized cities (Fig. 2). A
typical city plan from Renaissance Italy (Fig.
2C) is a stylized symmetric construction whose
fractal structure is highly contrived but could
be formally generated by tight rules being
placed on the size and shape of development.
Ebenezer Howard’s “city of tomorrow” (29)
(Fig. 2D) presented the geometric logic
according to which many 20th-century new
towns were designed, again implying strict
rules of morphological placement with respect
to the components that make the town function
at different scales. When implemented, most of
these idealizations rarely provide the quality of
life for their inhabitants that such order
anticipates. They are simply too naïve with
respect to the workings of the development
process, the competition for the use of space
that characterizes the contemporary city, and
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the degree of diversity and heterogeneity that
the most vibrant cities manifest.

A New Science for City Planning?
In the study of cities, there are many competing
paradigms. This science has the potential not
only to join some of these together but also to
improve theories to the point where city planners
can develop operational tools grounded in
extensive empirical data. In terms of size and
scale, we do not yet have a clear view of how big
a city is in terms of the density of its activities,
the volume of its built and natural space, and the
way in which materials, information, and people
interact to sustain such forms. We cannot have a
clear view of what density means, what energies
and costs are incurred by different urban geo-
metries, and how feasible policies are for increas-
ing compactness and managing sprawl until we
have good answers to these questions.

The science advocated here has the potential
to address these questions. As cities grow in
size, they change in shape through allometry
and this changes the energy balance used to
sustain them. What we are currently learning is
that different sizes and shapes of cities imply

different geographical advantages, and this
again casts doubt on the question of what the
ideal size of city should be. Network science
provides a way of linking size to the network
forms that enable cities to function in different
ways. How materials are processed, their result-
ing waste products and pollution, and their mul-
tiplier effects on other urban activities can be
tracked using the network dynamics that is
implicit in this science, whereas the speed at
which change can be initiated through such net-
works provides essential insights into the poten-
tial effectiveness or otherwise of different urban
policies. The impacts of climate change, the quest
for better economic performance, and the seem-
ingly intractable problems of ethnic segregation
and deprivation due to failures in job and hous-
ing markets can all be informed by a science
that links size to scale and shape through infor-
mation, material, and social networks that
constitute the essential functioning of cities.

We have only just started in earnest to build
theories of how cities function as complex sys-
tems. We do know, however, that idealized geo-
metric plans producedwithout any regard to urban
functioning are not likely to resolve any of our

current urban ills, and this new physics makes us
much more aware of the limits of planning. It is
likely to lead to a view that as we learnmore about
the functioning of such complex systems, we will
interfere less but in more appropriate ways (30).
Changes that we propose are then likely to be
much more effective in resolving problems than
the ways in which city planning has operated in
the past. The challenge is to aggressively enrich
this science and move it to the point where it can
be successfully used to plan better cities. We are
but at the beginning.
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REVIEW

Urbanization and the Wealth
of Nations
David E. Bloom,* David Canning, Günther Fink

The proportion of a country’s population living in urban areas is highly correlated with its
level of income. Urban areas offer economies of scale and richer market structures, and there
is strong evidence that workers in urban areas are individually more productive, and earn more,
than rural workers. However, rapid urbanization is also associated with crowding, environmental
degradation, and other impediments to productivity. Overall, we find no evidence that the level of
urbanization affects the rate of economic growth. Our findings weaken the rationale for either
encouraging or discouraging urbanization as part of a strategy for economic growth.

According to United Nations
(UN) projections, more
than half of the world’s

population will live in urban areas
by the end of 2008 (1). The con-
tinued increase in the share of the
population living in urban areas in
recent decades has been welcomed
by many economists, who view
urbanization as a positive achieve-
ment on the path toward wealth
and prosperity. According to this
view, urbanization underpins and
enhances economic growth and
therefore increases the wealth of
nations in the long run (2).

Urbanization is a complex phe-
nomenon. Under favorable condi-
tions, initially very small settlements
can rapidly develop, first into small
towns and then into cities as pop-
ulations grow and new economic
and political structures emerge. Suc-
cessful sectors within the city will
attract further investment, generate
increased demand for labor, and
trigger migration to the city as a
further mechanism of urban growth.
With a better quality of life, how-
ever, cities may become a major attractor for
poor rural populations, leading to large urban
unemployment, poverty, and, in many cases, also
increased urban violence, congestion, and en-
vironmental degradation. The growth of urban
areas has promoted concentrations of land, water,
and air pollution (3) and is associated with the
formation of large and rapidly growing slum
populations in and around many major cities.
According to the UN, more than 1 billion people,
or about 14 percent of the total global population,

lived in areas classified as slums in 2005 (4).
These squalid settlements have come to be known
for their hopelessness, their atmosphere of fear,
and the social exclusion of their residents, and
they are hardly a symbol of economic progress.

Governments have often undertaken active
policies affecting the urbanization process. On
the one hand, policy-makers can inhibit urban-
ization by providing support for rural populations
in the form of agricultural subsidies or directly
target rural populations by rural transfers or infra-
structure projects. On the other hand, governments
have historically often displayed large biases toward
urban areas and urban populations in the devel-
oping world (5, 6) at the expense of the rural
population. Because of the political pressure ex-

erted by urban dwellers, central governments have
encouraged urbanization by keeping agricultural
prices low, by direct investment in urban in-
dustries, and by a more generous provision of
public services such as health and education (7).

We show here that there is no empirical evi-
dence of a causal effect of the level of urban
population share on the pace of economic growth.
Although the agglomeration of diffuse popula-
tions into urban areas will generally increase
output per capita, very large or rapidly growing
urban areas can have offsetting negative effects
through crowding and environmental degrada-
tion, and by overwhelming city administrations’
capacities. Policies regarding urban development
should weigh carefully the positive and negative
spillovers of urbanization, without a presumption

that urbanization is a policy for pro-
moting economic growth.

The Effects of Urbanization
The economics literature is replete
with references to urbanization as a
natural concomitant of moderniza-
tion and industrialization (2, 8).
Cities as locations of concentrated
economic activities offer large and
diversified labor pools and are closer
to customers and suppliers, (9). Cities
also offer increased opportunities for
division of labor and make intra-
industry specialization more likely
(10). Firms not only may profit from
horizontal and vertical spillovers but
also are able to respond to market
demand changes more effectively
(11–14). Relatively cheaper transport
combines with the proximity to cus-
tomers and suppliers to reduce the
costs of trade (15, 16). Moreover, by
aggregating educated and creative
people in one place, cities incubate
new ideas and technologies andmay
lead to efficient growth by potentiat-
ing the full social returns to increased
human capital (17, 18). Although

these models highlight the advantages of urbaniza-
tion, the implied optimal level of urban population
share is unclear. As urban areas become more
densely populated, changes in urban population
share may have no effect on productivity growth.

Figure 1 shows the positive cross-country re-
lationship between the level of income and the
urban population share in 2000. The correlation
between real income per capita and the fraction
of the population in urban areas is 0.8. The theo-
retical arguments for urbanization as a source of
productivity gains and the strong correlation be-
tween income and urban population share have
been the foundation of a literature promoting ur-
ban growth as the path toward wealth and devel-
opment (19) and have led to the perception of a
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Fig. 1. Income per capita and urban population shares for 180 countries with
available data in 2000. The income variable is gross domestic product (GDP)
per capita at purchasing power parity (PPP) (35). The percentage of people
living in urban areas comes from (36). These are the data we use throughout
the paper. The main source of UN urban population share data is decennial
censuses. The numbers rely on country-specific definitions, which are not
always comparable across countries and not necessarily consistent across time
(32, 37). Nevertheless, the picture looks virtually identical when geography-
based data such as those generated by the Global Rural Urban Mapping
Project (38) or alternative measures such as the urban/rural ratio are used (37).

8 FEBRUARY 2008 VOL 319 SCIENCE www.sciencemag.org772



strong, positive effect of urbanization on eco-
nomic growth (2).

The Effect of Urban Population Share
on Income Levels
Although the cross-country scatter plot of income
and urban population share is striking, it provides
little insight into the causal relation between ur-
ban population share and economic develop-
ment. At issue is whether urbanization promotes
economic well-being. That is, would raising the
level of urban population share in a country
promote economic growth and a higher level of
income? The relationship in Fig. 1 could be due
simply to an effect of the income level on the level
of urban population share, with no feedback from
urban population share to the level of income.
Alternatively, it could be due to a common factor
that affects both urban population share and
income, without either of them affecting the other.

Two previous studies have failed to find a link
between the share of the population urbanized
and economic growth (20, 21). We investigate the
question in more detail using a number of new
approaches and argue that the result is robust.

Our first approach is to investigate the effects
of urban population share on income levels across
countries for 1960 to 2000. The data set is con-
figured into four 10-year intervals to limit the
influence of short-term economic cycles and to
avoid reliance on interpolated urban population
share data. We carry out a Granger causality test
between income per capita and urban population
share (22). Urban population share is said to
“Granger-cause” income if, controlling for past
income levels, past values of urban population
share are predictive of future values of income.
This is a low-threshold test insofar as it does not
require direct evidence of a structural, causal link
from urban population share to income; it merely
requires that urbanization has some predictive
power for future income levels.

The results of the Granger causality test are
summarized in Table 1 below. We take real in-
come per capita (23) as the dependent variable and
explain it with 10-year lagged income as well as
the 10-year lagged level of urban population share.

We also add fixed effects that control for country-
specific factors that are constant over time, and time

dummies to allow for a changing
relationship over time. As shown
in Table 1, once we control for the
lagged income level, the lagged ur-
ban population share is not a sta-
tistically significant predictor of
future income levels. Knowledge
of a country’s level of urban popu-
lation share does not appear to help
us predict its future income level.

The results of the Granger cau-
sality tests have to be interpreted
with caution. Despite the fact that
our specification incorporates time
and country fixed effects (24), we
may be excluding a number of

other variables that affect economic growth and
thus may obtain biased estimates. In addition, 10
years may be too short a time horizon for an econ-
omy to capture the benefits of urbanization (25).

To address this issue, we investigate whether
the initial level of urban population share in 1970
affects the rate of economic growth over the
period 1970 to 2000. In this cross-sectional ap-
proach, we have to control for other factors that
may influence growth. Rather than specify our
own ad hoc model of growth, we use a speci-
fication based on the work of Sala-i-Martin,
Doppelhofer, and Miller (26) (hereafter SDM),
who examined 67 potential explanatory varia-
bles, not including urban population share, as
possible explanations for economic growth, and
identified those variables with the highest pos-
terior probability (via Bayesian updating) given

Table 1. Granger causality test. Country and time fixed effects are
included in all specifications. Estimation results are based on the
bias-corrected least-square dummy variable estimator developed
by Bruno (39). Bootstrapped standard errors in parentheses.

Dependent variable

Log GDP per capita

Urban population share –0.0473
(10 years previously) (0.062)
Log GDP per capita 0.712*
(10 years previously) (0.063)
Observations 561
Number of countries 163
*P < 0.01

Table 2. Long-term effects of urban population share. Robust standard errors in parentheses.

Dependent variable:
Average annual growth

1970 to 2000

Dependent variable:
Average annual growth

1970 to 2000
full sample low-income countries

(1) (2) (3) (4)
East Asia dummy variable† 1.609** 1.606** 5.075*** 4.725*

(0.68) (0.67) (1.29) (2.23)
Primary schooling 1970 0.00363 0.00298 0.0438 0.0480

(0.012) (0.012) (0.034) (0.043)
Investment price 1970 –0.00483*** –0.00486*** –0.00405*** –0.00414**

(0.0013) (0.0013) (0.0011) (0.0015)
Log (GDP) 1970 –1.669*** –1.560*** –3.424** –2.529

(0.30) (0.55) (1.31) (3.50)
Fraction of area tropical –0.787* –0.766* –0.473 –0.316

(0.42) (0.44) (1.68) (1.90)
Coastal density 0.000657* 0.000485 0.0120* 0.0123

(0.00038) (0.00048) (0.0060) (0.0081)
Fraction Confucian‡ 2.072* 2.249**

(1.08) (1.12)
Life expectancy 1970 0.181*** 0.184*** 0.0780 0.0666

(0.059) (0.061) (0.084) (0.10)
Africa dummy variable† –0.0647 –0.0888 –0.0800 –0.183

(0.61) (0.68) (1.30) (1.63)
Urban population share 1970 –0.00950 –0.00664 –0.0379 0.312

(0.011) (0.059) (0.038) (1.56)
Urban population share 1970
squared

0.000204
(0.00041)

0.00141
(0.0056)

Urban population share x
Log(GDP)1970

–0.00257
(0.0094)

–0.0569
(0.22)

Constant§ 5.284** 4.608 20.84** 15.33
(2.36) (3.54) (8.82) (21.6)

P value for F test of joint
significance of urban share
terms

0.857 0.794

Sample All countries All countries Low-income Low-income
Observations (no.) 86 86 24 24
R2 0.65 0.65 0.73 0.74
†The Africa and East Asia dummy variables are indicators that equal 1 if the country is in respective region and 0 otherwise. The
inclusion of these indicators is based on the hypothesis that all countries in a geographic area share some region-specific
characteristics that affect economic growth. ‡Following Barro (27), Fraction Confucian is the proportion of the population
indicating Confucianism as primary religion. §The constant represents the intercept of the fitted regression line. *P < 0.1,
**P < 0.05, ***P < 0.01
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the evidence. In column 1 of Table 2, we show
the results for a model with their nine best pre-
dictors, plus the initial fraction of the population
living in urban areas. We estimate a negative, but
statistically insignificant, effect of urban popula-
tion share. In column 2, we allow for a nonlinear
relationship between income and urban popula-
tion share (using a squared term) and for the op-
timal level of urbanization to depend on the level
of income (using an interaction term between in-
come and urban population share). The results in
column 2 are similar to those in column 1: None
of the terms that include urban population share
have a statistically significant effect on future
economic growth, either individually or jointly.

We wish to assess the robustness of these
growth regression results. There are two factors
that might change the results. First, low-income
countries may be different from other countries;
and, second, changing the set of covariates used
in the growth regression may change the esti-
mated effect of urban population share. In col-
umns 3 and 4 of Table 2, we repeat the growth
regression exercise for low-income countries as
defined by theWorld Bank. This gives somewhat
different estimates and has less precision because
the sample size is smaller, but again we find no
effect of the level of urban population share on
economic growth.

In Table 3 (top), we report
the coefficient of urban popu-
lation share for a number of
regressions with different sets
of covariates.We start with just
urban population share and ini-
tial income, a specification sim-
ilar to that used in Table 1, but
now without country fixed ef-
fects. We then examine the ef-
fect of adding sequentially the
5, 9, and 16 covariates that
provide the best prediction of
economic growth as found by
SDM (26). In none of these
regressions is urban popula-
tion share statistically signifi-
cant. In Table 3 (bottom), we
repeat the exercise for low-
and middle-income countries
and find the same lack of
significance.

Overall, our results imply
that countries with a higher
degree of initial urban pop-
ulation share do not experi-
ence any faster or slower economic growth than
countries with a low degree of initial urban pop-
ulation share. Moreover, this result appears quite
robust with respect to the specification of the
growth model. Taken together, none of our em-
pirical tests provide support for the view that
urban population share has a causal effect on the
level of income. Although urbanization is part of

the process of economic development, it does not
appear to have an independent influence on eco-
nomic growth (27).

Different Types of Urbanization
Understanding the process of rural-to-urban mi-
gration is central to understanding the effects of
urbanization. There are several distinct channels
through which urbanization can occur. The first
involves the movement of people from rural to
urban areas. Empirically, migration is estimated
to contribute on average between 40 and 50% of
total urban population growth (28, 29). Second,
the rate of natural population increase may be
different in urban and rural areas as a result of
differences in birth- and death rates. Birthrates
are usually lower in urban than rural settings, but
mortality rates are often lower as well. The third
important channel is the reclassification of rural
settlements as urban as a result of rural popula-
tion growth and increasing population density; a
person can become “urbanized” while standing
still.

Although migration can be triggered by in-
creased demand for labor in urban areas, bloom-
ing economies are not the only cause of urban
migration. Political instability within countries has
led to major refugee flows toward cities like
Kinshasa (Democratic Republic of the Congo)

and Karachi (Pakistan). Natural disasters, such as
extended droughts and floods, have destroyed the
economic basis of rural life in several regions in
the developing world and induced major popu-
lation flows toward the cities in countries like
Angola, Ethiopia, and Mauritania (30). Even in
the absence of natural disasters, economic con-
ditions in the countryside—sometimes brought

about by policies that favor city dwellers—can
push rural residents to cities that, in the long run,
offer them little in the way of economic suste-
nance. In such cases, cities may grow rapidly in
population without being economic “success
stories.”

One possible explanation for the absence of
an empirical link running from urban population
share to income per capita lies in the different
types of urbanization observed across countries
or continents. Although the share of the popula-
tion living in urban areas has risen from slightly
below 20% to a level around 36% in both Asia
and Africa between 1960 and 2000 (Fig. 2), per
capita income has increased 340% in Asia com-
pared with only 50% in Africa. If the initial level
of urbanization were the key factor in economic
growth, we would have expected both regions to
grow at about the same rate because they had
about the same urban population share. If we
thought that urban population share simply
follows the level of income, Asia should have
urbanized much more quickly than Africa given
its superior growth performance; but, again, this
was not observed. Rather, it appears that urbani-
zation in Asia has been driven mostly by indus-
trialization and a plethora of job opportunities in
urban areas (31), whereas urbanization in Africa
seems to be more the result of population pres-

sure, civil conflict, and chang-
ing political regimes (32), as
well as ethnic tensions and a
momentum effect (33).

The fact that rapid urban-
ization has gone hand in hand
with economic growth in Asia,
while proceeding just as rap-
idly but without growth in
Africa, is perhaps surprising.
However, it is a common pat-
tern that, over long periods of
time, development indicators
can move in quite different di-
rections (25). Development is
amultifaceted process, and eco-
nomic growth, or the absence
thereof, is not a strong indi-
cator of progress in other di-
mensions of development.

Although the share of the
total population living in urban
areas seems to have little effect
on economic growth, it may be
that other measures of urban
composition do matter. Prima-

cy, the portion of the urban population living in
the largest city, or urban concentration, the pro-
portion of urban dwellers living in large cities,
may affect economic growth, although the size
of these effects appears to be highly nonlinear
(20, 21). Primacy and urban concentration aremea-
sures of the distribution of the urbanized pop-
ulation between small and large cities, and in

Table 3. Robustness checks table. Robust standard errors in parentheses. No values
were statistically significant.

Full sample
Dependent variable: Average annual growth 1970 to 2000

Model Lagged GDP
only

SDM 5 SDM 9 SDM 16

Urban population
share 1970

0.00917 0.00621 –0.0130 –0.0105

(0.016) (0.014) (0.011) (0.013)
Observations (no.) 78 78 78 78
R-squared 0.04 0.55 0.68 0.74

Low- and middle-income countries only
Dependent variable: Average annual growth 1970 to 2000

Model Lagged GDP
only

SDM 5 SDM 9 SDM 16

Urban population
share 1970

0.00179 –0.0144 –0.0231 –0.0266

(0.021) (0.021) (0.019) (0.020)
Observations (no.) 55 55 55 55
R-squared 0.00 0.52 0.66 0.73
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practice they have a very low correlation with the
level of urban population share of the overall
population that we investigate here.

The Bottom Line
Urban development is important; with a majority
of the world population living in urban areas,
well-functioning cities will be one of the key
factors in the ongoing battle against poverty (34).
However, it appears that urbanization is more an
indicator than an instrument of economic devel-
opment. Our findings imply that policies spe-
cifically aimed at accelerating, or retarding,
urbanization are unlikely to speed up economic
development. Even though regional urban areas
and success stories like the Silicon Valley or
Bangalore are key drivers of economic growth,
the notion that a larger fraction of a country’s
population living in urban areas improves econom-
ic performance does not seem to have empirical
support. Policy-makers who hope to increase the
long-term economic growth of their countries by
supporting, or inhibiting, urbanization are likely
to miss their target.
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Fig. 2. Average per capita income and average urban shares for African and Asian countries over
the period 1960 to 2000.
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Experienced Saxophonists Learn to
Tune Their Vocal Tracts
Jer Ming Chen, John Smith, Joe Wolfe*

How much do the acoustics of the vocal
tract influence performance on single-reed
instruments (clarinets and saxophones)?

To summarize a 25-year debate, we note that
scientists’ opinions have ranged from “negligible”
(1) to “vocal tract resonant frequencies must
match the frequency of the required notes” (2).
Musicians’ opinions are also diverse. The lon-
gevity of the debate is due to the difficulty of
making nonperturbing, precise acoustical mea-
surements inside the mouth during playing (3),
that is, in a variable, humid environment with
very loud sounds.

The notes played on wind instruments
depend on the acoustic impedance, Z: the ratio
of sound pressure to the oscillatory component
of air flow. Reed instruments usually play at
frequencies very near a high, sharp peak in the
impedance spectrum of the bore of the instru-
ment. In a standard simple model (4), the im-
pedance of the vocal tract, Zt, is in series with that
of the bore, Zb. For most playing conditions, Zb is
much larger than Zt (e.g., Fig. 1A), so acous-
ticians usually neglect the role of the tract.

In saxophones and clarinets, a single reed
vibrates to modulate the flow into the instru-

ment and is in turn driven to vibrate by stand-
ing waves in the bore of the instrument. We
studied the tenor saxophone, whose mouthpiece

is large enough to support devices that we con-
structed for measuring Zt with minimal per-
turbation to the player. Five professional and
three amateur saxophonists sustained notes for
several seconds while we measured Zt by using
an acoustic signal comprising 224 sine waves
(5–7).

In Fig. 1, (A) and (B) show typical experi-
mental data. The dark line is Z t. Upon this are
superimposed narrow spikes, which are harmon-
ics of the note being played. The pale line shows
Zb for that note.

Over the lower-frequency range of the in-
strument, the peaks in Zb are much greater than
those in Zt. Also in this range, the peaks in Z t

varied greatly among players and showed no
consistent relation to the note played (Fig. 1, A
and C). In the high (altissimo) range, however,
the professional players consistently tuned a
strong peak in Z t near to or slightly above the
fundamental of the note played (Fig. 1C).

The amateur players, who did not tune a
strong peak in Z t, were unable to play in the

altissimo range. A configuration of keys pressed
(a fingering) produces a Zb with several peaks,
whose magnitudes decrease at high frequency.
In the normal range, the peak of Zb at the ap-
propriate frequency is large and dominates the
series combination (Zb + Z t). In the high
range, the relevant peak in Zb is weak (Fig. 1,
A and B, are representative). Here, experi-
enced players use a peak in Z t, which may be
several times greater than that in Zb, to choose
the playing frequency. For instance, expe-
rienced players can hold a single fingering
and play a different note at each of the first

dozen peaks in Zb by
tuning Zt.

We conclude that the
vocal tract resonances
have only modest ef-
fects on the sounding
pitch over much of
the instrument’s range.
However, to play notes
in the altissimo range,
players learn to tune a
resonance of the tract
near to the note to be
played. Although dem-
onstrated only for sax-
ophone, similar effects
are likely to be impor-
tant in other single- and
double-reed instruments,
whose players also re-
port the importance of
the tract for special ef-
fects, including high-
register playing.
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Fig. 1. Representative examples of acoustic impedances of the tract (Zt) for a professional player (A) for the note G4 (near
400 Hz, in the normal range) and (B) for the note A#5 (near 940 Hz, altissimo range) (sound files in supporting material).
The narrow peaks are harmonics of the notes played, the broad peaks are tract resonances. Zb for the saxophone for each
note is shown with a pale line. (C) The frequencies of the relevant resonance in the vocal tract are plotted against the
frequency of the note played. The diagonal line shows the equation: tract resonance frequency = pitch frequency.
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Innate Immune Homeostasis by the
Homeobox Gene Caudal and
Commensal-GutMutualism inDrosophila
Ji-Hwan Ryu,1* Sung-Hee Kim,1* Hyo-Young Lee,1,2 Jin Young Bai,1 Young-Do Nam,3
Jin-Woo Bae,3 Dong Gun Lee,4 Seung Chul Shin,1,5 Eun-Mi Ha,1 Won-Jae Lee1†

Although commensalism with gut microbiota exists in all metazoans, the host factors that maintain
this homeostatic relationship remain largely unknown. We show that the intestinal homeobox gene
Caudal regulates the commensal-gut mutualism by repressing nuclear factor kappa B–dependent
antimicrobial peptide genes. Inhibition of Caudal expression in flies via RNA interference led to
overexpression of antimicrobial peptides, which in turn altered the commensal population within
the intestine. In particular, the dominance of one gut microbe, Gluconobacter sp. strain EW707,
eventually led to gut cell apoptosis and host mortality. However, restoration of a healthy microbiota
community and normal host survival in the Caudal-RNAi flies was achieved by reintroduction of the
Caudal gene. These results reveal that a specific genetic deficiency within a host can profoundly
influence the gut commensal microbial community and host physiology.

The mucosal epithelia of all metazoans,
such as those found in the gastrointestinal
tract, are in intimate contact with a large

number of commensal microbiota (1). As a con-
sequence, commensal bacteria are known to in-
fluence many aspects of the host gut physiology,
including innate immunity, development, and
homeostasis (2–7). However, the lack of a genet-
ically amenable animal model has limited in-
depth analyses of gut-microbe interactions in vivo.

Recent studies have shown that the Drosoph-
ila gut activates host antimicrobial defense
through the production of microbicidal reactive
oxygen species (ROS) and antimicrobial peptides
(AMPs) (8–11). During most gut-pathogen inter-
actions, intestinal redox homeostasis, mediated
via infection-induced ROS generation by the dual
oxidase enzyme and subsequent ROS elimination
by immune-regulated catalase, is critical for host
survival (8, 9). The direct contact between gut
epithelia and ingested pathogens also activates
the immune deficiency (IMD) pathway and subse-
quent nuclear localization of the p105-like NF-kB,
Relish, which in turn leads to de novo synthesis of
diverse immune effectors: AMPs and immuno-
suppressive enzymes such as the peptidoglycan
recognition proteins PGRP-SC and PGRP-LB
(10, 12–16). Although pathogen-initiated gut im-

munity is fairly well documented in Drosophila
(8–10, 14, 16, 17), the molecular interaction
between commensals and the Drosophila gut is
poorly understood.

Role of gut commensal microbiota in the
IMD-Relish pathway. To investigate the molecu-
lar mechanism for commensal-gut interactions,
we first askedwhether the commensal microbiota
could elicit host gut immune responses. We
produced germ-free wild-type (GFWT) and con-
ventionally reared wild-type (CRWT) animals
(fig. S1) to enable examination of the gut IMD-
Relish pathway potential in the absence or pres-
ence of commensals. A large amount of the
nuclear-translocated active form of Relish was
detected in the intestine cells in the presence of
commensals (CRWT flies) and was even more
pronounced after gut infection with theDrosoph-
ila pathogen Erwinia carotovora carotovora-15
(Ecc15) (Fig. 1A).

The well-characterized constitutive nuclear
localization of Relish in the intestines of CRWT

flies was almost completely abolished in the ab-
sence of commensals in GFWT or in antibiotics-
treated CRWT flies. Similarly, it was not seen in
flies carrying a mutation in the IMD-Relish
pathway (CRDredd flies) (Fig. 1A). The expression
levels of Relish-dependent immunosuppressive
enzymes such as PGRP-SC andPGRP-LB (12, 13)
were significantly higher in the guts of CRWT flies
than in the guts of GFWT or CRDredd flies (Fig.
1B), which confirms that the IMD-Relish path-
way was activated by commensals under normal
gut conditions. However, the Relish-dependent
immune effector molecules, such as AMP genes
including Cecropin (Cec) and Diptericin (Dpt),
were largely silenced in the CRWT gut despite
chronic Relish activation. Similarly, no significant
difference inAMP expression levels was observed
between the GFWT and CRWT midguts (Fig. 1B).

Taken together, these results indicate that although
commensal organisms of the gut can chronically
induce a high level of local IMD–NF-kB pathway
activation, only a subset of target genes (notably
excluding AMP genes) are activated.

Role of Caudal in gut AMP repression. We
next investigated the potential mechanisms of
repression of the gut AMP genes to determine
how the selective silencing toward commensals
might occur. Currently, the cis-regulatory elements
controlling epithelial AMP gene expression are
poorly understood. It is known, however, that the
kB elements in the promoter regions responsible
for nuclear factor kappa B (NF-kB)–Relish bind-
ing are essential for inducing epithelial AMP ex-
pression (14–16), whereas the CDREs, responsive
elements for the homeobox transcription factor
Caudal (Cad) responsible for Cad binding, are
found to be critical for constitutive AMP expres-
sion in certain types of epithelia, such as sali-
vary glands and the ejaculatory duct (18). The
homeobox transcription factor Cad was original-
ly identified on the basis of its regulatory role in
the anteroposterior body axis formation of the
Drosophila embryo (19,20). Because Cad expres-
sion in postembryonic life is known to be mostly
restricted to the intestine (19) (fig. S2), we analyzed
the contribution of CDREs to gut AMP gene ex-
pression in vivo. To accomplish this, we used green
fluorescent protein (GFP) reporter–expressing
transgenic flies carrying aCec promoter in which
the CDREs were mutated (CecCDRE-mut-GFP)
and compared GFP expression with that of trans-
genic flies carrying the wild-type promoters fused
to GFP (Cec-GFP) (Fig. 1C). We were unable to
detect any Cec reporter activity in the midgut of
Cec-GFP flies under normal conditions (Fig. 1C).
Interestingly, however, CecCDRE-mut-GFP flies
were found to exhibit high constitutive expression
ofCec reporter activity in the posterior midgut and
the proventriculus in the absence of oral infection
(Fig. 1C).

To test whether Cad was involved in the
negative regulation of Cec expression through
CDREs, we generated transgenic flies that
carried the UAS-Cad-RNAi construct to mimic
the loss of function (fig. S3) via RNA interference
(RNAi). A spontaneous activation of all tested
AMPswas observed in the gut of CRCad-RNAi flies
under conventional conditions without microbial
infection, which was not the case in the control
flies (Fig. 1D). Furthermore, similar AMP de-
repression was also observed in Cad-RNAi flies
with different GAL4 drivers (fig. S4). The role of
Cad as a repressor was further confirmed by a
strong expression of Dpt reporter activity ob-
served in the gut of CRCad-RNAi flies carrying the
Dpt-LacZ reporter (fig. S5). Cad-dependent
AMP repression is highly tissue-specific because
no AMP derepression was observed in the fat body
of CRCad-RNAi flies (Fig. 1D). Introduction of Cad-
RNAi had no effect on the expression of PGRP-SC
and PGRP-LB (Fig. 1D), which indicates that any
repressive role of Cad is restricted to a distinct
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Fig. 2. Apoptosis assays reveal that AMP overexpression in the presence of commensal microbiota induces gut apoptosis. The
posterior midguts of adult flies at different ages (A) and those of 18-day-old adult flies (B toD) were used. An apoptosis index
was determined by dividing the number of apoptotic cells by the total number of cells andmultiplying by 100. Values represent
means ± SD (P< 0.05) of five independent experiments. The genotypes of Cad-RNAi flies with the c729-GAL4 driver in (A) and
(C) were described in Fig. 1E. (A) Time course analyses of gut epithelial cell apoptosis in Cad-RNAi flies. (B) Apoptosis in Cad-
RNAi flies with different GAL4 drivers: the intestine-specific Cad-GAL4 (Cad-GAL4/+; UAS-Cad-RNAi/+) and the strong
ubiquitous Da-GAL4 (UAS-Cad-RNAi/Da-GAL4). Flies carrying only GAL4 driver were used as controls. (C) Apoptosis in CR and
GF flies. The genotype of Cec + Dpt flies was c729-GAL4/UAS-Dpt; UAS-Cec/+. Left panel, apoptosis index; right panel,
representative images of terminal deoxynucleotidyl transferase–mediated deoxyuridine triphosphate nick end labeling
(TUNEL) staining. TUNEL-positive cells are labeled in green. (D) Apoptosis in flies overexpressing a single AMP. Fly
genotypes: Cont (Da-GAL4/+); Cec (UAS-Cec/+; Da-GAL4/+); Dpt (UAS-Dpt/+; Da-GAL4/+). *ND, not detected.

Fig. 1. Caudal acts as a gut-specific repressor for NF-kB–dependent AMP genes.
(A) Nuclear-translocated active form of Relish (antibody to Relish, green) in
posterior midgut (5- or 10-day-old flies). CRWT, conventionally reared wild-type
flies; GFWT, germ-free wild-type flies; CRWT + Ab, antibiotics-treated CRWT flies as
described in fig. S1; CRDredd, conventionally reared Dredd mutant flies; CRWT +
Ecc15, natural gut infection with Ecc15. Nuclear staining was performed with
4 ,́6´-diamidino-2-phenylindole (DAPI). (B) Quantitative real-time PCR analysis of
PGRP-SC, PGRP-LB, Diptericin (Dpt), and Cecropin (Cec) using dissected posterior
midguts (without malpighian tubules) of 5-day-old flies. The target gene expression
level in the tissues of GFWT flies was taken arbitrarily as 1. (C) CDREs are required for
the repression of Cec expression (indicated by arrow) in the posterior midgut (upper
panel) and the proventriculus (lower panel). A schematic diagram of the Cec
promoter is also shown. (D) Quantitative real-time PCR analysis using posterior

midguts or fat body. Genotypes of flies: CRCont (c729-GAL4/+) and CRCad-RNAi (c729-
GAL4/+; UAS-Cad-RNAi/+). The target gene expression level in the gut or fat body of
CRCont flies was takenarbitrarily as 1. Dpt, Diptericin; Cec, Cecropin; Drs, Drosomycin;
Def, Defensin; Att, Attacin; Metch, Metchnikowin. (E) Quantitative real-time PCR
analysis. Genotypes of flies (5-day-old GF or CR): Cont (c729-GAL4/+); Cad-RNAi
(c729-GAL4/+; UAS-Cad-RNAi/+); Cad-RNAi + Dredd (DreddB118; c729-GAL4/+;
UAS-Cad-RNAi/+); Cad-RNAi + TAK1 (TAK1; c729-GAL4/+; UAS-Cad-RNAi/+). The
target gene expression level in the CRCont gut was taken arbitrarily as 1. (F)
Overexpression of Cad can abolish infection-induced AMP expression. The target
gene expression level in uninfected control gut was takenarbitrarily as 1.Natural gut
infection for 6 hours with Ecc15 in (A), (D), and (F) was performed as described in
(21); relative expression levels in (B), (D), (E), and (F) are expressed asmeans ± SD
(P < 0.05) of three different experiments.
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subset of NF-kB–dependent genes such as
AMPs. When we examined Cad-RNAi–induced
AMP derepression in the IMD-Relish pathway
mutant genetic backgrounds (CRCad-RNAi + Dredd

or CRCad-RNAi + TAK1 flies) or in the absence of
commensals (GFCad-RNAi flies), the high level
of AMP derepression was completely abolished
(Fig. 1E).

These data show that Cad acts as a gut-
specific transcriptional repressor exerting its
antagonistic role in commensal-induced NF-kB–
dependent AMP induction. Furthermore, the
overexpression of Cad in the gut could abolish
the infection-induced AMP expression (Fig. 1F).

Thus, it is likely that a dynamic equilibrium
between Cad and Relish is one of the major
mechanistic aspects determining the selective
deployment of gut IMD-AMP pathway potential
(21) (Fig. 1 and fig. S6). Because AMPs have a
microbicidal effect against a broad spectrum of
microorganisms, Cad-mediated AMP repression
is likely required for establishing an optimal en-
vironment for the commensal microbiota.

Role of Cad in gut homeostasis. Several
recent lines of evidence suggest that deregulation
of the intestinal NF-kB pathway may be relevant
to the etiology and pathology of many important
diseases, including inflammatory bowel diseases

(IBDs) (22–29). Given that IBDs typically
involve apoptosis of intestinal cells, we examined
whether cell death might be occurring in the
gut of Cad-RNAi flies. Time-course analyses
with adult flies showed that gut epithelial cell
apoptosis was detected in Cad-RNAi flies at day
18, but not in control flies of the same age (Fig.
2A). Cell death was also observed in the intestines
of CRCad-RNAi flies with different GAL4 drivers:
c729-GAL4,Cad-GAL4, andDa-GAL4 (Fig. 2, A
and B). Interestingly, gut epithelial cell apoptosis
was abolished in the GFCad-RNAi gut (Fig. 2C),
which suggests the involvement of commensal
organisms in Cad-RNAi–mediated gut pathology.
To determine whether the high apoptosis level
seen in the Cad-RNAi gut was due to secondary
effects of AMPhyperactivation, we overexpressed
two AMP genes (Cec andDpt) to mimic the Cad-
RNAi genotype. AMP overexpression in CR flies
(CRCec+Dpt) was sufficient to induce a high level
of gut epithelial cell apoptosis (Fig. 2C). This
was not the case in the absence of commensal
microbiota (GFCec+Dpt) (Fig. 2C).Whenwe over-
expressed only a single AMP (Cec orDpt) in CR
flies (CRCec or CRDpt), similar gut epithelial cell
apoptosis could be also observed (Fig. 2D). Over-
all, these in vivo results show that gut AMP over-
expression in the presence but not in the absence
of gut commensal microbes is sufficient to cause
gut pathology.

Role of Cad in the gut commensal commu-
nity structure. Because constitutive production
of AMPs in the guts of Cad-RNAi flies likely
affects the ecosystem of normal commensals, we
next determined the dominant commensal spe-
cies in the midgut of control (CRCont) and Cad-
RNAi (CRCad-RNAi) flies. In wild-type flies, five
commensal species dominate: Lactobacillus
plantarum (LP), Lactobacillus brevis (LB),
Acetobacter pomorum (AP), and two novel
strains: Gluconobacter sp. strain EW707 (G707),
and a bacterium in the family Acetobacteraceae,
strain EW911 (A911) (21) (figs. S7 to S9 and
table S1). All of these commensal bacteria, but
not other bacteria such as Ecc15 and Escherichia
coli, could persist in the gut, demonstrating their
competences as commensal bacteria (Fig. 3A).
Real-time polymerase chain reaction (PCR)–
based quantitative analyses of each commensal
(21) (figs. S9 to S11) clearly revealed that the
commensal community structure of theCad-RNAi
flies differed from that of the control flies (Fig.
3B). Three bacteria—AP, LP, and LB—were
commonly dominant in the gut of both control
and Cad-RNAi flies (Fig. 3B). However, A911 [a
dominant commensal member in controls, ~1.4 ×
105 colony-forming units (CFUs) per gut] was
markedly diminished and maintained at a very
low level in the Cad-RNAi gut (~900 CFUs per
gut), whereas G707 (a minor commensal mem-
ber in the control gut, ~800 CFUs per gut)
emerged as a dominant commensal in the Cad-
RNAi gut (~1.7 × 104 CFUs per gut) (Fig. 3B).
Time-course analyses with Cad-RNAi flies
showed that loss of A911 was visible from as

Fig. 3. AMP overexpression in Cad-RNAi
flies induces the commensal community
modification and gut pathology. (A) Com-
mensal microbes can persist in the gut.
Colonization of GF animals with each of the
isolated commensal microbes, as described
in (21). Homogenates of dissected midguts
(8-day-old adult flies) were plated. LP,
Lactobacillus plantarum; LB, Lactobacillus
brevis; AP, Acetobacter pomorum; G707,
Gluconobacter sp. strain EW707; A911,
Acetobacteraceae, strain EW911. Ecc15
and E. coli were also used as noncommen-
sal microbes. (B and C) Real-time PCR-based analysis to quantify the number of each commensal microbe
in the posterior midguts. Values represent means ± SD (P < 0.05) of three independent experiments. The
genotypes of Cad-RNAi flies with the c729-GAL4 driver were described in Fig. 1E. Cad-RNAi flies with Cad-
GAL4 or Da-GAL4 were described in Fig. 2B. The posterior midguts of 18-day-old adult flies (B) and those
of adult flies at different ages (C) were used.
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early as day 8, whereas dominance of G707
started at day 13 and reached the maximum level
at day 18 (Fig. 3C). Given the high apoptosis
levels in the gut epithelial cells of GFCont flies fed
on the homogenates of the CRCad-RNAi gut, but
not on homogenates of the CRCont gut (fig. S12),
we reasoned that the dominant commensals in
the Cad-RNAi gut, such as G707, may be
involved in the gut pathology.

To validate this hypothesis, we introduced
each of the isolated commensal bacteria into
GFCont or GFCad-RNAi embryos and maintained
these bacteria until the adult stage to generate
monoassociated flies. High gut epithelial cell
apoptosis was observed in all of the GF flies
(GFCont or GFCad-RNAi) when the single organism
was G707 (Fig. 4A), but not when the single or-
ganism was one of the other commensal orga-
nisms (LP, AP, or A911) (Fig. 4A). Additionally,
G707 did not induce the apoptosis in the fat body
(Fig. 4A), and G707 was pathogenic to the host
whenGF flies were subjected to gut infection with

G707 (Fig. 4B). These results show that G707 is
indeed pathogenic in a gut-specific manner when
allowed to become the dominant gut microbe.

To further confirm that reorganization of the
gut microbiota composition seen in the Cad-
RNAi flies was due to the constitutive over-
expression of microbicidal AMPs, we tested
whether the artificial shift of gut microbiota
composition could occur as a result of over-
expression of AMPs. We found that overexpres-
sion ofCec andDpt (CRCec+Dpt) was sufficient to
induce the modification of commensal commu-
nity (i.e.,G707 dominance and a loss ofA911), as
in the case of the Cad-RNAi guts (Fig. 4C).
Similar results could also be observed when we
overexpressed only a single AMP (CRCec or
CRDpt) (Fig. 4C). To confirm that the loss of
A911was due to the high sensitivity of this strain
to AMP, we performed an in vitro antibacterial
test with synthetic Cec A1 and determined the
minimum inhibitory concentration (21). The re-
sult showed that A911 was highly susceptible to

low concentrations of synthetic Cec A1, whereas
all other commensals as well as G707 exhibited
relatively high resistance to Cec A1 (Table 1).
Thus, we conclude that gut AMP overexpression
inCad-RNAi flies acts as a distinct selection pres-
sure on different commensal microbes, resulting
in modification of the commensal community
structure and pathogenic conditions in the gut.

Role of the normal commensal community
in gut homeostasis. Because G707 is normally
present at a very low level in the wild-type com-
mensal community, we investigated whether the
normal wild-type commensal community struc-
ture could antagonize the dominance ofG707. To
accomplish this, we introduced G707 by oral
feeding into the gut of either GFWTor CRWT flies
and then examined its persistence. The results
indicated that G707 bacteria could persist in the
absence of other commensal organisms in GFWT

flies but disappeared rapidly andweremaintained
at a low level in the presence of the normal com-
mensal community in CRWT flies (Fig. 5A).
Consistent with these results, we observed a
high-level gut epithelial cell apoptosis in the
G707-challenged GFWT flies, but not in the
G707-challenged CRWT flies (Fig. 5A), which
demonstrates the role of normal commensal com-
munity structure in gut homeostasis by maintain-
ing G707 at a low level.

Given the numerical inferiority of A911 in
G707-dominant gut environments, we investi-
gated whether the presence of A911 was suf-

Fig. 4. G707 is pathogenic to germ-free flies. (A) Gut epithelial cell apoptosis by
G707. Colonization of GF animals was performed as described in Fig. 3A. The
genotypes of Cad-RNAi flies with the c729-GAL4 driver were described in Fig. 1E.
Apoptosis assay was performed at day 18 as described in Fig. 2. (B) Host mortality
of GF animals by G707. Oral infection was performed as described in (21); w1118
and Oregon-R flies were used. (C) G707 dominance and A911 loss in the gut of
AMP-overexpressing flies. Real-time PCR-based analysis was performed as
described in Fig. 3. The genotypes of flies (18 days old) used in this experiment
were described in Fig. 2, C and D. Flies carrying only GAL4 driver were used as
controls. Values in (A) to (C) represent means ± SD (P < 0.05) of three or five
independent experiments. *ND, not detected.

Table 1. In vitro antibacterial assay using synthetic Cec A1, performed as described in (21). The
minimal Cec A1 concentration that prevented the growth of a given test organism was determined
and was defined as the minimum inhibitory concentration (MIC).

MIC (mg/ml)

Gram-positive bacteria Gram-negative bacteria
LP LB AP G707 A911 E. coli*

10 to 20 10 to 20 2.5 2.5 0.625 1.25
*E. coli ATCC 25922.
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ficient to suppress G707 dominance in the gut.
To accomplish this, we generated monoassoci-
ated flies by introducing isolatedA911 into GFWT

embryos and maintaining this presence until the
adult stage. When G707 was introduced into
these monoassociated flies through oral feeding,
the G707 bacteria rapidly decreased to a low
level in the presence of A911, whereas a high
initial G707 level was able to persist in the
absence of A911 (in the case of GFWT flies) (Fig.
5A). After G707 introduction, a high apoptosis
index was observed in the gut of the GFWT flies,
but not in the gut of A911-monoassociated flies
(Fig. 5A). This result shows that the presence of
A911 is sufficient to preventG707 dominance, and
that the loss of A911 in the AMP-overexpressing
genotype flies (such as Cad-RNAi flies or Cec- or
Dpt-overexpressing flies) is likely to be responsi-
ble for G707 dominance.

Taken together, these results reveal that Cad
acts as a critical host factor that maintains the
immune homeostasis responsible for preservation
of the normal commensal community structure.
Failure of the balanced regulation ofAMP, as in the
case ofCad-RNAi flies, can act as a novel selection
pressure leading to modification of the gut
commensal structure. Because G707 is a highly
pathogenic organism (Fig. 4, A and B), the G707-
dominating host genotype acts as an initial cause of
gut apoptosis, whereas the dominance of G707
acts as a direct cause of gut apoptosis.

Role of Cad in host physiology. The apoptosis
of gut cells seen in Cad-RNAi flies with differ-
ent GAL4 drivers was accompanied by elevated
mortality (Fig. 5E and figs. S13 and S14). The
high mortality of CRCad-RNAi flies was signifi-
cantly ameliorated in the absence of commensal
(GFCad-RNAi flies) (Fig. 5E) or in the presence of
commensals under the IMD pathway mutant ge-
netic backgrounds (CRCad-RNAi + Dredd) (fig. S14).
The normal survival rate could be also observed in
GFCad-RNAi flies stably associated with major
commensal microbiota (AP, LP, LB, and A911)
excluding G707, which implies the involvement
of G707 in Cad-RNAi–mediated host mortality
(Fig. 5E). Furthermore, the c-Jun N-terminal kinase
pathway and interleukin-1b converting enzyme
were shown to be involved in the microbiota-
induced gut apoptosis and mortality process of
the Cad-RNAi flies (fig. S15).

To demonstrate that the initial cause of death
in theCad-RNAi flies was the reduced expression
of Cad, we attempted an in vivo rescue ex-
periment. Restoration of the basal AMP level
(Fig. 5B), healthy microbiota community struc-
ture (Fig. 5C), reduced apoptosis (Fig. 5D), and
normal host survival levels (Fig. 5E) could be
achieved in the Cad-RNAi flies by genetic re-
introduction of Cad (CRCad-RNAi + Cad flies).
Taken together, our results show that the intes-
tinal homeobox Cad gene is responsible for the
delicate immune homeostasis in the microbe-
contacting gut tissue, which is essential for pres-
ervation of the normal microbiota community,
gut homeostasis, and host survival.

Fig. 5. Cad is indispensable for immune homeostasis in preserving the indigenous commensal
community and host health. (A) Normal commensal community structure is important to suppress
G707 dominance in the gut. Germ-free wild-type flies (GFWT), wild-type flies carrying normal
commensal microbiota (CRWT), and wild-type flies monoassociated with A911 (A911-GFWT) were
used. G707 was introduced to these flies (3 days old) through oral feeding for 48 hours. Left panel:
Real-time PCR-based analysis to quantify G707 in the gut was performed at 1, 5, and 10 days after
G707 feeding. Right panel: Apoptosis assay was performed as described in Fig. 2. Values represent
means ± SD (P < 0.05) of five independent experiments. (B to E) Restoration of basal AMP levels
(B), normal commensal community structure (C), reduced apoptosis (D), and normal survival levels
(E) could be achieved in the Cad-RNAi flies by genetic reintroduction of Cad. The posterior midguts of
18-day-old adult flies were used for analyses of commensal community structure and apoptosis.
Apoptosis assay was performed as described in Fig. 2. Genotypes of CR flies: Cont (c729-GAL4/+);
Cad-RNAi (c729-GAL4/+; UAS-Cad-RNAi/+); Cad-RNAi + Cad (c729-GAL4/UAS-Cad; UAS-Cad-RNAi/+).
GFCont and GFCad-RNAi flies were also used. AP/A911/LP/LB-GFCad-RNAi flies carrying four major
commensals (AP, A911, LP, and LB, excluding G707) were generated by colonizing GF embryos with
commensals as described in (21). Values represent means ± SD (P < 0.05) of three independent
experiments. *ND, not detected.
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Discussion. The gut epithelia of virtually all
organisms have evolved to form a mutually
beneficial strategic alliance with microorganisms
(6). However, the role of the host factor in gut
homeostasis has been largely overlooked, and
little information regarding the molecular princi-
ples of gut homeostasis established by the
interrelationship between the host immunity and
commensal microbiota is available. In mamma-
lian gut epithelia, deregulation of the NF-kB and
AMP signaling pathways was found to be
implicated in the pathogenesis of chronic IBDs
(22–29). However, the enormous diversity of the
resident microbiota community of the mammali-
an gut (e.g., 500 to 1000 different species in the
human gut) (30) and the genetic complexity of
the host immune system make it difficult to
clearly establish the molecular links that would
clarify the relations among immune genotype,
commensal microbiota structure, and disease
phenotype at the organism level.

By using a genetically amenable model
organism harboring an extremely simple gut
commensal structure, we have shown that the
commensalmicrobiota community structure links
the defective immune genotype to the gut disease
phenotype. Surprisingly,Drosophila gut epithelia
have evolved an immune strategy by recruiting a
developmental master control gene, Cad, to
maintain appropriate AMP levels for preservation
of the normal flora community structure. Defec-

tive regulation of the AMP level, as seen in the
case of the Cad-RNAi genotype, promotes gut
pathology by exerting a selection pressure that
favors the dominance of a pathogenic commen-
sal, G707, rather than by acting as a direct cause
of the disease phenotype. The emergence of a
disease-causing commensal organism under an
immune-defective genotype indicates the in-
volvement of a microorganism as an origin of
chronic inflammation. Further elucidation of the
link between the immune genotype–based com-
mensal community structure and host physiology
may provide important insights into the causative
role of pathogenic commensal microbes in a
variety of chronic inflammatory diseases of the
commensal-contacting epithelia.
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Quantum Phase Extraction in
Isospectral Electronic Nanostructures
Christopher R. Moon,1 Laila S. Mattos,1 Brian K. Foster,2 Gabriel Zeltzer,3
Wonhee Ko,3 Hari C. Manoharan1*

Quantum phase is not directly observable and is usually determined by interferometric methods.
We present a method to map complete electron wave functions, including internal quantum phase
information, from measured single-state probability densities. We harness the mathematical
discovery of drum-like manifolds bearing different shapes but identical resonances, and construct
quantum isospectral nanostructures with matching electronic structure but divergent physical
structure. Quantum measurement (scanning tunneling microscopy) of these “quantum drums”—
degenerate two-dimensional electron states on the copper(111) surface confined by individually
positioned carbon monoxide molecules—reveals that isospectrality provides an extra topological
degree of freedom enabling robust quantum state transplantation and phase extraction.

The local structure of wave functions can
now be experimentally determined in
many materials. However, just as bond-

ing in molecules or conductivity in solids de-
pends not only on the magnitude of the orbital
wave functions but also on the phase, the elec-
tronic properties and dynamics of nanostructures
critically depend on determining both the mag-
nitude and the phase of wave functions. In a

classical system, measuring the phase of a
standing wave is trivial, but the internal phase
of a quantum wave function y is not an ob-
servable; only the probability density |y|2 can
be determined from direct measurement. To de-
termine phase, some form of additional infor-
mation is required.

Recently, quantum phase has been inferred
in several experiments, including spectral inter-

ferometry of Rydberg wave packets (1) and
tomography of molecular orbitals (2). Such ex-
periments are performed on atoms or molecules
in the gas phase and require ultrafast measure-
ments of the response of a quantum state to an
impinging wave or excitation. In solid-state sys-
tems, phase-sensitive measurements have been
performed in quantum dots and rings (3) and
with computational post-processing of diffrac-
tion patterns (4). All of these experiments re-
trieve the underlying phase differences through
interferometry once a reference beam and geom-
etry are defined.

Here, we present a noninterferometric meth-
od to map the internal quantum phase of a sol-
itary, time-independent state by harnessing the
topological property of isospectrality as the ad-
ditional degree of freedom. We create a partic-
ular pair of geometric shapes with matching
spectral properties. We then show that the com-
plete phase information of wave functions in
both structures can be experimentally deter-
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mined. Because this technique is based on a
fundamental mathematical symmetry, it is gen-
eral and should apply to several types of nano-
structures and materials, but we demonstrate it
for wave functions of confined regions on metal
surfaces. To develop this method, we have drawn
from recent answers to a famous, long-standing
question in mathematics.

A general method for obtaining an excitation
spectrum from a given geometry is to apply the
Laplacian operator to the oscillation variable.
Much scrutiny has been given to the relation,
familiar to any musician, between the allowed
frequencies of a wave—the eigenvalues of the
Laplacian—and the shape of the boundary that
encloses it. Given all of the eigenfrequencies of
a resonator, its area can be determined (5), as
well as its perimeter and the number of em-
bedded holes (6). But does a resonator’s eigen-
spectrum uniquely specify its geometry? In
other words, as Kac asked 40 years ago (7),
“Can one hear the shape of a drum?”

When Kac’s seminal paper was presented in
1966, Milnor had already proven the existence
of two noncongruent 16-dimensional flat tori in
which the Laplacian’s eigenvalue spectrum is

identical (8). In later decades, mathematicians
struggled to find such isospectral geometries in
lower-dimensional systems. Sunada discovered
a group-theoretic method for proving isospec-
trality (9) in the 1980s, and Buser proved a class
of isospectral manifolds by “pasting” two-
dimensional (2D) flat tiles together in higher
dimensions (10). However, the dimensionality
of proven isospectral domains was only slowly
whittled down to three dimensions (10, 11).
[Ironically, the one-dimensional analog of Kac’s
question is trivial—one can always hear the
length (“shape”) of a string by identifying its
fundamental frequency.]

Did Kac’s 2D drums mimic their closest
cousins in 3D, where isospectral pairs had been
found, or match the 1D case where the spectrum
uniquely defines the geometry? It was not until
1992 that Gordon et al. mathematically dis-
covered the first 2D isospectral domains (11),
finally answering Kac’s enigma: No, one cannot
hear the shape of a drum.

This result in ostensibly obscure mathemat-
ics crossed over to general audiences because of
its connection with simple ideas of sound and
shape (12, 13). However, there were still many

questions about whether this theoretical spectral
equality could be observed in real, imperfect
systems. Sridhar and Kudrolli (14) performed
the first experimental test of classical isospec-
trality by measuring resonances in microwave
transmission through thin metal cavities. Even
and Pieranski (15) verified isospectrality in actual
vibrating drums made from liquid crystal films.

Because the time-independent Schrödinger
equation is also a wave equation defined by the
Laplacian and boundary conditions, systems of
quantum particles can also theoretically be iso-
spectral. Such systems—an electron resonator,
for example—can have interesting properties
impossible to study in classical drums. Indeed,
it has recently been argued that quantum ef-
fects can allow one to distinguish between struc-
tures that otherwise would be isospectral (16).

To explore quantum isospectrality and its
sensitivity to our nanofabrication abilities, it is
necessary to find a system whose frequency
response is highly sensitive to geometry, but
whose particle-particle interactions remain rela-
tively constant. Here, we detail studies that es-
tablish the limits of quantum isospectrality in a
system where the 2D electron density is suf-
ficiently high that Coulomb interactions are
minimized and further screened by bulk elec-
trons (17), and quasi-particle lifetimes are suffi-
ciently long to preserve quantum coherence. We
then apply these isospectral geometries to quan-
tum phase measurement.

We designed quantum mechanical isospec-
tral electron resonators by following symmetry
and tiling rules from the mathematical literature
(11, 18, 19). For our “vibrating” medium, we
used the 2D Fermi sea of electrons that inhabits
the Cu(111) surface state (20). These electrons
were confined to theoretically isospectral shapes
with walls made from CO molecules positioned
with the tip of a scanning tunneling microscope
(STM) (21, 22).

We chose CO because it is easily and
accurately manipulated, yet stable over a wide
range of sample voltage V and tunnel current I
(23). We can stably pack CO molecules closer
than adsorbed atoms, enabling us to form nearly
continuous walls (Fig. 1, A to C). For these
experiments, we operated a home-built STM at
4.2 K in ultrahigh vacuum (13). CO bonds di-
rectly above Cu atoms, and it images as a topo-
graphical depression of ~50 pm at low biases.
After ~0.012 monolayers of CO were dosed, the
molecules were positioned to form the complex
boundaries required for isospectral geometries
(13). We then performed successively stricter
tests of isospectrality: spectral matching, ampli-
tude matching, and the transplantation of wave
functions. The results were then used to map
quantum phase.

The most basic known planar isospectral
domains (11) are nine-sided polygons previously
termed “Bilby” and “Hawk” (24). Each is a
polyform composed of seven identical triangles
and created via a specific series of reflections,
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Fig. 1. Design and realization of quantum isospectral resonators assembled from CO molecules on
the Cu(111) surface. (A to C) Schematics and STM topographs of the Bilby (A), Hawk (B), and
Broken Hawk (C) domains. The seven identical 30°-60°-90° triangles composing each shape are
shown in red. Blue dots indicate the positions of wall molecules. White crosses mark locations
where dI/dV spectroscopy was performed. STM topographs are 15 nm by 15 nm (V = 10 mV, I =
1 nA). A single CO molecule used for registration between spectra (13) accompanies each nano-
structure. (D to F) Spectral fingerprints (dI/dV spectra) acquired throughout Bilby (D), Hawk (E),
and Broken Hawk (F). (G) The normalized averages of the Bilby and Hawk spectra match closely,
consistent with isospectrality, whereas the average Broken Hawk spectrum clearly differs. Inset:
Spectral correlation plot (dashed line denotes perfect match) quantifying Bilby-Hawk isospectrality
and its departure in Broken Hawk.
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such that every triangle is the mirror image of
its neighbors. Because there is proven flexi-
bility in choice of interior angles for the base
triangle (18) and the Cu(111) surface is a close-
packed triangular lattice, we chose tilings based
on the 30°-60°-90° triangle. The molecular de-
signs superimposed over the ideal Bilby and
Hawk shapes and the STM topographs of the
experimentally realized quantum resonators are
shown in Fig. 1, A and B. Each structure was
assembled from 90 individual CO molecules,
bounds an area of ~57 nm2, and holds ~30
electrons (13).

We also carried out control experiments
where we violated the construction principles
(13) of the isospectral structures. One such
structure, “Broken Hawk,” was created by
flipping two sections of Hawk (along yellow
dashed lines, Fig. 1C). The area, perimeter, and
molecule count of Broken Hawk are identical
to those of Hawk and Bilby.

We performed dI/dV spectroscopy through-
out each of these structures to measure their
eigenenergies (13). To observe all eigenmodes,
we acquired dense sets of spectra along an
interior triangular lattice (white crosses in Fig. 1,
A to C; 46 spectra for each structure). To graph-
ically compare the overall spectral content of the
three structures, we condensed the total 138 spec-
tra into “spectral fingerprints” (Fig. 1, D to F).
Here, for each structure, the dI/dV-versus-V
point spectra are sorted by energy of largest
peak and plotted with dI/dV mapped to the color
scale shown. Although there are gross features
in common among the structures (as expected
because all have the same area and perimeter),
the detailed features reveal that Bilby and Hawk
are most closely matched, whereas Broken
Hawk visibly differs. To further collapse the
data set, we plotted the average dI/dV (Fig. 1G)
for each structure. Again, we find excellent
agreement between the Bilby and Hawk shapes
and a substantial deviation in Broken Hawk. For
example, the first peak (which arises from the
first two eigenmodes of each structure; see
below) has been shifted by ~7 mV in Broken
Hawk, and the subsequent structure shows fur-
ther departures. These data provide initial evi-
dence of quantum isospectrality in suitably
assembled geometries.

The natural resonance frequencies of 2D
electrons in these nanostructures are on the
order of vF/l ~ 100 THz, where the Fermi ve-
locity vF is ~108 cm/s and the characteristic
structure size is l ~ 10 nm. For reference, we
have added this frequency scale to Fig. 1, D to
G. As another simple yet compelling demon-
stration of quantum isospectrality, we have con-
verted the measured average spectra in Fig. 1G
to audio frequencies so that one can “listen” to
each of the structures. The results (movie S1)
portray the THz ringing of electrons as one
might hear them. Indeed, Bilby and Hawk—as
quantum drums—“sound the same,” whereas
Broken Hawk can be audibly distinguished.

Thus, we have been able to observe evi-
dence for isospectrality in a quantum system
even with nonideal boundaries. In an effort to
quantify the limits of isospectrality in these quan-
tum structures, we devised a complementary
analysis of the ensemble data set.

In an infinite hard-wall potential, and if the
confined electrons had very long lifetimes, our
spectra would show sharp spikes at the eigen-
energies. However, several factors widen these
peaks into broader resonances. Electrons can
tunnel across the confinement potential imposed
by the molecular walls (25) or scatter from the
molecules into bulk states (26). Intrinsic lifetime
broadening of the surface states also occurs, the
result of electron-electron and electron-phonon
interactions that dominate for electrons at low
energies (17).

To overcome these linewidth effects, we
applied a self-consistent fitting procedure that
simultaneously matches a series of Lorentzians
to all of the spectra taken in a structure (13).
The fitted eigenenergies for Bilby and Hawk
(Fig. 2A) are remarkably similar, confirming
their isospectrality in our quantum system. By
plotting the amplitudes of each Lorentzian across
the isospectral domains (Fig. 2C, Bilby; Fig. 2D,
Hawk), the spatial structure of the underlying
eigenmodes is revealed, presenting a purely ex-
perimental confirmation that the fitted energies
correspond to actual quantum resonances.

All possible two-way correlations among the
three data sets of Bilby, Hawk, and Broken
Hawk (Fig. 2A) show that Bilby and Hawk are
numerically closest by a factor of ~9 in root-
mean-square (RMS) energy difference. To quan-
tify variation from perfect isospectrality, we
plotted the deviation DV from the average
Bilby/Hawk energy at each mode (Fig. 2B).
Here, it is evident that statistically Bilby and
Hawk are isospectral (within measurement
error) and Broken Hawk is distinct. As a con-
servative bound on quantum isospectrality in
this system, we can say that Bilby and Hawk
are isospectral to better than ±2 mV (Fig. 2B,
dashed lines), and the alterations built into
Broken Hawk take it well outside this win-
dow. These tests demonstrate quantum isospec-
trality’s extreme sensitivity to correct geometry
and gentle topological perturbations. Results
for other geometric perturbations are shown in
fig. S4.

Next, we studied isospectral quantum reso-
nators with greater complexity (18), consisting
of 21 triangles each (Fig. 3, A and B). We refer
to these structures as “Aye-aye” and “Beluga”
(or A and B in shorthand). In addition to being
isospectral, this pair of structures theoretically
possesses points that are homophonic; that is,
not only will the same frequencies result if the
drums are “struck” at these points, but the rel-
ative amplitudes of those frequencies will be
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Fig. 2. Quantum isospectrality. (A) The first eight electron energy levels in Bilby, Hawk, and Broken
Hawk resonators, found by simultaneously fitting Lorentzians (see text) to all spectra in Fig. 1, D to F.
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identical (27). The homophonic points occur at
the meeting of six triangles in the interiors of the
two shapes.

Our experimental constructs were assembled
from 105 CO molecules and hold ~14 electrons.
We extracted the eigenenergies of these struc-
tures after dense spectroscopy (29 locations each)
and performed the same Lorentzian-fitting pro-
cedure described above, and found them to be
isospectral within experimental error (±3 mV).
Here we focus on the special aspect of these
geometries: the response at the homophonic
points (white crosses in Fig. 3, A and B). The
spectra (Fig. 3C) show that the electronic
structure at these locations is nearly identical,
despite their entirely different environments.

This agreement should be contrasted with
the difference observed in any other pair of iso-
lated dI/dV traces acquired from isospectral res-
onators. For example, we measured the RMS
difference between each pair of dI/dV traces in A

and B. Of the 406 distinct combinations, the
minimum difference (the maximum correlation)
occurs between the homophonic points in A and
B; the next closest pair has twice this difference.
Remarkably, if the geometry of A is subtly
broken, the homophonic point spectrum changes
far more than when the geometry is radically
changed to the B shape (fig. S5). Our results are
highlighted in movie S2, which plays the audio
conversion (13) of three representative pairs of
point spectra, including the homophonic pair.
Here, the similarity between the homophonic
points is audibly contrasted with the easily dis-
cernable differences between other points. In
analogy to two differently shaped drums struck
exactly at homophonic points, this quantum ver-
sion demonstrates how to materialize identical
local electronic structure at two remote locations
surrounded by different global environments.

Having verified the equivalence of the elec-
tron energies in specific pairs of quantum nano-

structures, we now turn to their eigenfunctions.
The mathematical underpinnings of the proof of
isospectrality rely on Berard’s generalization
(28, 29) of Sunada’s theorem (9), which estab-
lished a relationship between the normal modes
of these shapes. Specifically, if an eigenfunction
of one member of an isospectral pair is known,
there exists a nonisometric transformation (30)
yielding the corresponding eigenfunction of its
isospectral complement. The transformation
works by cutting the wave function data for
one domain into its constituent triangles, which
are then combined by appropriate superpositions
and transplanted onto the second domain (13).
For example, in the 21-triangle homophonic
structures, the triangular sections of the wave
functions are labeled (Fig. 3, A and B) and
are represented as column vectors, so that A =
(A1, A2, …, A21) and B = (B1, B2, …, B21).
Then, the transplantation operation is an iso-
morphism that can be represented by a 21 ×
21 matrix T (13, 18), and B = TA. Every row
of T has five nonzero elements, meaning that
every triangle of a B wave function is the
superposition of five sections of the A wave
function. Every nonzero element of T is ±1,
where the negative sign is accompanied by
flipping the triangle about one of its sides to
match the symmetry of its destination triangle.
We note that T is independent of energy and
hence applies to any wave function. Inciden-
tally, there also exists a second (linearly inde-
pendent) transplantation matrix, T´, which has
16 nonzero elements per row; therefore, any
norm-preserving linear combination of T and
T´ will also yield valid transplantations.

To measure the wave functions of the homo-
phonic structures, we acquired high-resolution
open-loop dI/dV maps at each mode energy
(13). We start with the experimental measure-
ments of the ground-state mode in A and B
(Fig. 4A). When the A mode is then trans-
planted, the result is in excellent agreement with
the data for the B mode. Concordantly, by in-
verting the transplantation matrix T, the B data
can be transformed into a match for the A data.
We have also tested the T´ matrix described
above with similar results, and we emphasize
that the structures of the matrices afford no
fitting parameters because they are exactly de-
termined by geometry and symmetry. As the
original mathematical proof of isospectrality
made use of transplantation, this experimental
observation is arguably the strongest confirma-
tion of quantum isospectrality in our nanostruc-
tures. Perhaps the most tantalizing component
of transplantation, however, appears when ad-
dressing the excited states. As is, their trans-
plantation fails utterly (fig. S6) because we
require a final crucial ingredient: the internal,
quantum mechanical phase of the wave functions.

We recognized that our quantum invocation
of Sunada’s theorem is inherently phase-sensitive
because it must act on y rather than |y|2. Hence,
our basic idea was to determine the phase of
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measured wave function data inside one iso-
spectral domain by optimizing its transplantation
to the data for its partner domain. That is, we

wished to minimize the error d = ∑r||T|A(r)〉|2 –
||B(r)〉|2|, summing over every data point in
real space r. Here, ||A〉|2 and ||B〉|2 are the mea-

sured probability densities determined from our
dI/dV maps (13). In the homophonic structures
(Fig. 3, A and B), we measured these proba-
bility densities for the first few eigenmodes at
~105 points each. Separating A into its am-
plitude (known) and phase (unknown), |A〉 =
||A(r)〉| exp[if(r)], we designed and operated a
“quantum transplantation machine” (QTM) to
extract the optimal phase f(r) by minimizing d
(13). The QTM (fig. S3) has two inputs and
two outputs, and consists of simple operations
surrounding the transplantation operation T (13).

In this parameterization of the wave func-
tion, the magnitude is continuously varying, so
the internal phase (modulo an overall arbitrary
phase factor) can be expressed as a set f(r) ∈
{0,p} for all r. That is, the quantum phase dif-
ference between any two points in a single wave
function is a well-defined quantity and can only
be 0 or p. This phase, or equivalently the sign
information of the wave function exp[if(r)] =
±1, is normally irretrievably obscured by quan-
tum measurement of a single wave function.
The importance of f(r) stems from its crucial
role in superpositions and dynamics, as this
phase evolves in time according to the time-
dependent Schrödinger equation.

Determination of these internal signs of a
wave function is a type of inverse problem in
the class of binary optimization. To solve it, we
began by assigning a random phase at every
point; at this stage, |A〉 and T|A〉 were speckled
and irregular (Fig. 4B, initial QTM state for
mode 3). Next, the phase was adjusted iterative-
ly to minimize d using a greedy algorithm
(13, 31). Figure 4C shows an intermediate state
of the QTM while phase extraction is still in
progress. Upon convergence, the final output
of the QTM (Fig. 4D) is not only |A〉, but also
T|A〉 = |B〉; that is, the full phase information of
the wave functions of both isospectral structures
has been determined. Similarly, the mode 2 and
mode 1 electron wave functions extracted for
both the A and B resonators are displayed in
Fig. 4, E and F, respectively.

Movie S3 presents the full evolution of the
QTM for each of these modes as the phase is
extracted. The convergence of the QTM is quite
robust, thanks to the acute phase sensitivity of
transplantation. Time-reversal symmetry forces
our wave functions to be real; hence, the only
additional degree of freedom allowed in the
phase extraction is an overall p phase shift, or
sign change. In fact, we observe this vividly in
the statistics of the extraction process: The QTM,
for random initial phase seed, converges with
50% probability to each of two possible out-
comes linked by a global exp(ip) phase factor.
An example can be seen by comparing the QTM
results for mode 2 in movie S3 with Fig. 4E.

Our work shows that phase extraction is sur-
prisingly robust even in the presence of noise
and imperfect boundary conditions—indicating
accessibility in other systems—and we note that
other realizations can be even simpler (fig. S1)
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when not constrained by a lattice as in our
experiment. The application of fundamental ge-
ometry to quantum systems is a growing field
(32, 33). Quantum phase extraction using topo-
logical symmetries has general applicability to
the fields of quantum dots, nanoscale devices,
and molecular electronics. The necessary criterion
is geometric control on the scale of the relevant
wavelength, already attainable in technologies
such as nanolithography, self-assembly, and mo-
lecular design. Quantum dots, suitably patterned
in semiconductors or metals, should mimic the
physics described here, and calculations exist as
a guideline for building isospectral systems (34).
Measurements of nanomechanical resonators, now
approaching the quantum limit (35), will simi-
larly be phase-obscured and can benefit from
these methods.

In chemistry, a complementary quest exists for
isospectral and near-isospectral molecules, which
can theoretically exist for a variety of different
potentials but have not been experimentally ob-
served (36, 37). Just as this work allows the STM
to be used as a scanning phase meter beyond
charge sensitivity, we envision that other phase-
sensitive experimental probes can be obtained by
similar geometric tuning of quantum materials.
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Observation of the Spin Hall Effect
of Light via Weak Measurements
Onur Hosten* and Paul Kwiat

We have detected a spin-dependent displacement perpendicular to the refractive index gradient for
photons passing through an air-glass interface. The effect is the photonic version of the spin Hall
effect in electronic systems, indicating the universality of the effect for particles of different nature.
Treating the effect as a weak measurement of the spin projection of the photons, we used a
preselection and postselection technique on the spin state to enhance the original displacement by
nearly four orders of magnitude, attaining sensitivity to displacements of ~1 angstrom. The spin
Hall effect can be used for manipulating photonic angular momentum states, and the
measurement technique holds promise for precision metrology.

Hall effects, in general, are transport
phenomena, in which an applied field
on the particles results in a motion

perpendicular to the field. Unlike the traditional
Hall effect and its quantum versions, in which
the effect depends on the electrical charge, the
spin Hall effect is driven by the spin state of the
particles. It was recently suggested (1, 2) and
observed (3) that, even in the absence of any
scattering impurities, when an electric field is

applied to a semiconductor, a dissipationless spin-
dependent current perpendicular to the field can
be generated. A photonic version of the effect—
the spin Hall effect of light (SHEL)—was re-
cently proposed (4) in which the spin-1 photons
play the role of the spin-1/2 charges, and a
refractive index gradient plays the role of the
electric potential gradient.

We use an air-glass interface to demonstrate
the SHEL, in which the transmitted beam of
light splits by a fraction of the wavelength, upon
refraction at the interface, into its two spin com-
ponents (Fig. 1A): the component parallel (s = +1,
right-circularly polarized) and antiparallel (s = –1,
left-circularly polarized) to the central wave vector.

This effect is different from (i) the previously
measured (5) longitudinal Goos-Hänchen (6)
and transverse Imbert-Fedorov (7, 8) shifts in
total internal reflection, which are described in
terms of evanescent wave penetration, and (ii)
the recently reported “optical spin Hall effect,”
which deals with optically generated spin cur-
rents of exciton-polaritons in a semiconductor
microcavity (9). The splitting in the SHEL, im-
plied by angular momentum conservation, takes
place as a result of an effective spin-orbit inter-
action. The same interaction also leads to other
effects such as the optical Magnus effect (10, 11),
the fine-splitting of the energy levels of an optical
resonator (12) [in which the interaction resembles
the spin-orbit (Russell-Saunders) coupling of
electrons in atoms], and the deviation of photons
from the simple geodesic paths of general rela-
tivity (13).

The exact amount of the transverse displace-
ments due to the SHEL at an air-glass interface
has been the subject of a recent debate (4, 14–16).
Our theory and experimental results support
the predictions of Bliokh and Bliokh (15, 16);
although the calculations of other researchers
(4, 11, 14) are not incorrect, they contain rather
unfavorable initial conditions [see supporting
online material (SOM)]. One can obtain close
estimates of the magnitude of the displacements
using solely the conservation of the z compo-
nent of the total (spin plus orbital) angular mo-
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mentum resulting from the rotational symmetry.
However, only in certain circumstances will the
result be exact (16). [For a general review of
light’s angular momentum, see (17).]

We can describe the SHEL as a consequence
of a geometric phase (Berry’s phase) (18), which
corresponds to the spin-orbit interaction. It is al-
ready known that photons, when guided by an
optical fiber with torsion, acquire a geometric
phase whose sign is determined by the spin state
(19, 20). When a photonic wave packet changes
direction because of a spatial variation in the re-
fractive index, the plane-wave components with
different wave vectors experience different geo-
metric phases, affecting the spatial profile and
resulting in the SHEL.

For a paraxial beam, the transverse beam state
(for the relevant direction y and its associated wave
vector ky) at the air side of the interface (Fig.
1A), including the spin state js〉, can be written as
jYa〉 ¼ ∫dyYð yÞj y〉js〉 ¼ ∫dkyFðkyÞjky〉js〉, with
F(ky) being the Fourier transform of Y( y). At
the glass side of the interface, under the action of
the geometric phases, the state becomes |Yg〉 =
∫dkyF(ky)exp(−ikys%3d)|ky|s〉 = ∫dyY(y − sd)|y〉|s〉,
with %s3js〉 ¼ sjs〉, indicating +d and −d shifts for
the wave packets of the parallel and antiparallel
spin states. Here, the term expð−ikys%3dÞ repre-
sents a coupling between the spin and the trans-
verse momentum of the photons.

The origin of this “spin-orbit” interaction
term lies in the transverse nature of the photon
polarization: The polarizations associated with
the plane-wave components experience different
rotations in order to satisfy the transversality
after refraction. This is depicted pictorially in
Fig. 1B with incoming horizontal polarization
(|H 〉) (along xI). In the spin basis, this state

corresponds to jH〉 ¼ 1
ffiffiffi

2
p ðjþ〉þ j−〉Þ. In the

lowest-order approximation, the change in the
state after refraction is jky〉jH〉→jky〉ðjH〉 þ
kydjV 〉Þ ¼ jky〉jϕ〉, withϕ ¼ kyd << 1 and |V〉
being vertical polarization. In the spin basis,

jϕ〉 ¼ 1
ffiffiffi

2
p ðexpð−ikydÞjþ〉þ expðikydÞj−〉Þ, indi-

cating the coupling expð−ikys%3dÞ.
As a result of the polarization-dependent

Fresnel reflections at the interface, the opposite
displacements of the two spin components ac-
tually depend on the input polarization state (see
SOM for details). For |H〉 and |V 〉 input po-
larizations, the displacements dH and dV are given
by (Fig. 1C)

dHjT〉 ¼ T
l
2p

cosðqTÞ − ðts=tpÞcosðqIÞ
sinðqIÞ ,

dVjT〉 ¼ T
l
2p

cosðqTÞ − ðtp=tsÞcosðqIÞ
sinðqIÞ ð1Þ

Here, qI and qT are, respectively, the central in-
cident and transmitted angles related by Snell’s
law; ts and tp are the Fresnel transmission coef-
ficients at qΙ; and l is the wavelength of the light

in the incident medium. In a continuously varying
refractive index, the input polarization dependence
disappears, and the motion can be formulated in
terms of a particle moving in a vector potential in
momentum space (4, 14, 21, 22), along the same
lines as with electronic systems (23, 24).

For optical wavelengths, precise characteriza-
tion of the displacements requires measurement
sensitivities at the angstrom level. To achieve this
sensitivity, we use a signal enhancement tech-
nique known from quantum weak measurements
(25). In a quantum measurement, a property (ob-
servable A% ) of a system is first coupled to a sep-
arate degree of freedom (the “meter”), and then
the information about the state of the observable
is read out from the meter. At the single-photon
level, the SHEL is actually equivalent to a quan-
tum measurement of the spin projection along
the central propagation direction (observable s% 3,
with eigenstates |+〉 and |–〉), with the transverse
spatial distribution serving as the meter [similar
to a Stern-Gerlach spin-projection measurement
(26)]. However, the displacements generated by
the SHEL here are much smaller than the width
of the transverse distribution, resulting in a weak
measurement: The meter states associated with
different spin eigenstates overlap to a large ex-

tent. Therefore, the meter carries very little infor-
mation about the state of the observable, leaving
the initial state almost undisturbed. Although our
experiment is at a classical level with a large
number of photons in a quantum-mechanical co-
herent state, the results remain the same, with
each photon behaving independently. Furthermore,
in the paraxial regime, the dynamics of the trans-
verse distribution are given by the Schrödinger
equation with time replaced by path length, mak-
ing the analysis identical to nonrelativistic quan-
tum mechanics with an impulsive measurement
interaction Hamiltonian HI ¼ ky %Ad.

With the weak measurement taking place in
between, the signal enhancement technique uses
an appropriate preselection and postselection of
the state of the observable to achieve an en-
hanced displacement in the meter distribution
(25, 27) (Fig. 2A). Given the preselected and
postselected states |y1〉 and |y2〉, for sufficient-
ly weak measurement strengths, the final po-
sition of the meter is proportional to the real part
of the so-called “weak value” of the measured
observable A%

Aw ¼ 〈y2jA% jy1〉
〈y2jy1〉

ð2Þ
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which increases as the postselected state ap-
proaches being orthogonal to the preselected one.
This effect was previously demonstrated (28)
with real weak values, where a birefringent dis-
placement of photons was enhanced by a factor
of 20. The imaginary part of a weak value cor-
responds to a displacement in the momentum-
space distribution of the meter, which with free
evolution leads to the possibility of even larger
enhancements. Furthermore, the order does not
matter: The free evolution can take place first,
followed by the weak measurement, but the
final displacement will be identical (Fig. 2B).
We describe the final displacement of the meter
as the “modified weak value,” Amod

w ¼ FjAwj,
where the factor F depends on the initial state of
the meter and the amount of its free evolution
before detection (see SOM).

In our setup (Fig. 3), the SHEL takes place at
the front surface of a variable angle prism (VAP)
for various incidence angles qI, with the back sur-
face adjusted to be at normal incidence to avoid
secondary Hall shifts (because there is obviously
no Hall shift at normal incidence). The VAP is
constructed by attaching two BK7 round wedge
prisms together with the surface tension of a thin
layer of index-matching fluid and is mounted
loosely to avoid any stress-induced birefringence.
The prisms can rotate with respect to each other,
and the entire assembly can rotate around three
orthogonal axes, allowing the desired surface
orientations. The enhancement effect is achieved
by preselecting and postselecting the polariza-
tion states of the incoming photons in states |y1〉
and |y2〉, by the calcite polarizers P1 and P2,
respectively

jy1〉 ¼ jH〉 ¼ 1
ffiffiffi

2
p ðjþ〉þ j−〉Þ,

jy2〉 ¼ jV T D〉¼ −i expð∓iDÞjþ〉þ i expðTiDÞj−〉
ð3Þ

With D << 1 being a small angle, the weak
value of the spin component is given by
ðs%3Þw ¼ ∓i cot D ≈ ∓i=D. Lenses L1 and L2,
respectively, focus and collimate the transverse
spatial distribution of the incoming photons. The
factor F in the modified weak value is determined
by the transverse spatial state of the photons after
lens L2 (see SOM)

F ¼ 4p〈y2L2〉
zef fl

ð4Þ

Here, 〈y2L2〉 is the variance of the y-direction
transverse distribution after lens L2, and zeff =
125 ± 5 mm is the effective focal length of L2.
The design of the VAP assures that the optical
path length inside of the VAP remains the same
for all incidence angles, so that F is always the
same. We achieve a displacement at the posi-
tion sensor by an amount that is ðs% 3Þmodw ¼
∓F cot D ≈ ∓F=D times (~104 for our system)
larger than the displacement caused by the SHEL
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shifting it to its final position proportional to Aw (Eq. 2). (B) When Aw is imaginary, modifying the
state of the meter by means of a free evolution (either before or after the measurement of A% ; the
“before” condition is shown here) makes the final meter position proportional to Amodw , which can be
much larger than Aw.
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alone, and we measure this by reading out the
difference between the displacements for the two
postselections |V±D〉.

In the results (Fig. 4), the dashed lines,
which overlap with the solid lines up to 64°,
represent the theory with the photons exiting the
prism at normal incidence (Eq. 1). The solid lines
also take into account the modifications (see
SOM) arising from the fact that our VAP cannot
satisfy the normal exiting condition beyond 64°.
In order to stay in the linear response regime of
both the enhancement technique and the posi-
tion sensor, for incidence angles larger than 56°,
the enhancement is adjusted (through the po-
larizer angle D) to be lower by a factor of 1.8:
jðs% 3Þwj ¼ 57:3 T 0:7 for qI ≤ 56°, jðs% 3Þwj ¼
31:8 T 0:2 for qI > 56°. With the value of F
determined from a single-parameter fit to be
156 ± 2, all the data points lie on the theoretical
curves (Fig. 4) with a SD of 3.5 Å from the
theory (excluding the last two data points of
curve jdH j, where there is a small, and as yet
unexplained, discrepancy). By measuring 〈 y2L2〉,
we can also experimentally determine the value
of F, albeit less accurately; we find 157 ± 6,
indicating the total enhancement factor to be
ðs% 3Þmodw ¼ ð8:97 T 0:36Þ � 103 for qI ≤ 56° and
ðs% 3Þmodw ¼ ð4:99 T 0:20Þ � 103 for qI > 56°.
Figure 4 also shows the dependence of the
displacements on the incident linear polariza-
tion (see SOM for the theory). For arbitrary
incident polarization (other than |H 〉 or |V 〉), a
kick in the y momentum is also expected; how-
ever, our measurements are not sensitive to this
effect (see SOM).

The measurability of very small displacements
is ultimately limited by the quantum noise of the
light, because enough photons need to be col-
lected to resolve the position of the transverse
distribution (29). If the experiment is already
quantum noise–limited, then (for a fixed number
of photons entering the experimental setup) the
enhancement due to preselection and postselec-
tion does not bring any gain in the measurement
sensitivity: For any value of F, although the dis-
placement is multiplied by a factor of jðs% 3Þwj ≈
1=D, only a fraction of the photons (j〈y1jy2〉j2 ¼
sin2 D ≈ D2) makes it through the postselec-
tion, which cancels the advantage of the en-
hancement. Nevertheless, most experiments
are limited by technical issues [e.g., in our set-
up, by the laser pointing stability, the intensity
saturation of the position sensor, or the unwanted
(~10-mm) displacements caused by rotating the
polarizers]. In the experiment, we suppress all
these technical issues by a factor of ðs% 3Þmodw ≈ 104

with respect to the signal and achieve a dc
sensitivity/stability to displacements of ~1 Å,
without the need for vibration or air-fluctuation
isolation. The upper limit to the enhancement
comes from the achievable extinction ratio of
the polarizers and from the electronic noise in
the position sensor.

The overall sensitivity of our measurements
can be increased by orders of magnitude, by

incorporating standard signal modulation and
lock-in detection techniques, and thus holds
great promise for precision metrology. In fact, in
principle, Hall displacements themselves can be
made arbitrarily large, separating beams asso-
ciated with different spin states (4, 21) [and also
with different orbital angular momentum states
(22)]. In addition, the SHEL itself may become
an advantageous metrological tool (e.g., for char-
acterizing refractive index variations measured at
subwavelength distances from the region of in-
terest, because any Hall displacement accom-
panying a beam deflection is larger than the
displacement caused by the deflection itself at
such propagation distances).
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Bond-Selective Control of a
Heterogeneously Catalyzed Reaction
Daniel R. Killelea,* Victoria L. Campbell, Nicholas S. Shuman,† Arthur L. Utz‡

Energy redistribution, including the many phonon-assisted and electronically assisted
energy-exchange processes at a gas-metal interface, can hamper vibrationally mediated selectivity
in chemical reactions. We establish that these limitations do not prevent bond-selective control
of a heterogeneously catalyzed reaction. State-resolved gas-surface scattering measurements show
that the n1 C-H stretch vibration in trideuteromethane (CHD3) selectively activates C-H bond
cleavage on a Ni(111) surface. Isotope-resolved detection reveals a CD3:CHD2 product ratio > 30:1,
which contrasts with the 1:3 ratio for an isoenergetic ensemble of CHD3 whose vibrations are
statistically populated. Recent studies of vibrational energy redistribution in the gas and condensed
phases suggest that other gas-surface reactions with similar vibrational energy flow dynamics
might also be candidates for such bond-selective control.

Chemical bonds participate in a richly cho-
reographed dance of stretches and bends
during reaction, and the selective excita-

tion of key reagent vibrations before reaction
has long been viewed as a potentially powerful
strategy for achieving bond-selective chemistry
(1). Experiments on partially deuterated water
(HOD) validated this approach for unimolec-
ular (2) and bimolecular (3, 4) reactions in the
gas phase, and more recent studies have ex-
tended it to polyatomic molecules in the gas
phase (5–8) and unimolecular reactions of ad-

sorbates on surfaces (9–12). Vibrational excita-
tion in inelastic electron tunneling spectroscopy
(IETS) has promoted rotation of adsorbed acet-
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ylene on Cu(100) (9), promoted diffusion of CO
on Pd(110) (10), and uncovered a vibrational
mode-specific preference for diffusion versus de-
sorption of ammonia on Cu(100) (11). Resonant
infrared (IR) excitation of the Si-H bond enhanced
H desorption from an H/D-covered Si(111)
surface via a nonthermal process, although the
mechanism for enhancement is not yet fully
understood (12). It remains unclear, though,
whether these strategies are transferable to bi-
molecular reactions between a laser-excited gas-
phase reagent and a solid surface. Such reactions
are central to heterogeneous catalysis and vapor
deposition. We address that question with ex-
periments that clearly establish the ability of
gas-phase vibrational excitation to enable bond-
selective C-H cleavage in the heterogeneously
catalyzed dissociative chemisorption of CHD3

on a Ni surface.
Vibrationally mediated bond-selective chem-

istry is intuitively appealing, but several factors
complicate its practical implementation (13–15).
The vibrational eigenstates produced by op-
tical or inelastic electron tunneling excitation are
most often concerted excitations of two or more
bonds, but the reaction coordinate for dissocia-
tion or atom abstraction is localized in a single
bond. Coherently exciting two or more eigenstates
can prepare a superposition state whose excita-
tion is localized, but intramolecular vibrational
energy redistribution (IVR)—a process that dis-
perses the superposition state’s energy into other

parts of the molecule—competes with the re-
action and can limit or prevent bond-selective
control. Synchronizing excitation of the rap-
idly dephasing superposition state with the
reactive collision is also difficult. In favorable
cases, a vibrational eigenstate closely resembles
a localized bond stretch vibration. Excitation
of that state is long-lived in the gas phase, but
the reactive collision perturbs the molecule,
induces IVR, and can still thwart bond-selective
control.

We explore whether bond-selective control is
possible in a heterogeneously catalyzed reaction.
Controlling reactivity in this way depends on
the vibrational structure of the reagent, the
patterns and time scales of IVR, the structure
of the transition state, and the role of the metal
surface. CHD3 is particularly well suited as a
probe of these effects because it has chemically
distinguishable bonds, multiple IVR pathways,
and an eigenstate (the n1 normal mode) with a
very localized C-H stretch (16). Because narrow
bandwidth laser excitation of n1 prepares a
single vibrational eigenstate, IVR does not take
place in the isolated molecule. There is minimal
collisional quenching in the molecular beam, and
the state’s IR radiative lifetime is long, so ex-
citation remains localized in the C-H bond until
the gas-surface collision. The IR- and Raman-
accessible C-H stretching vibrations of other
methane isotopologues are collective excitations
of two or more C-H bonds. Collision-induced
IVR may localize excitation (17, 18), but there
is no way to identify which one of the C-H
bonds broke.

The IVR pathways and rates for partially
deuterated methane molecules permit mode-
and bond-selective atom abstraction chemis-
try in the gas phase. C-H stretch excitation in
CHD3 (19) and in CH3D (7, 20) leads to H-atom
abstraction by Cl, whereas C-D excitation leads
to D-atom abstraction. A simple spectator mod-
el provides a qualitative explanation; excitation
localized in the reactive bond promotes transition-
state access and bond cleavage, whereas exci-
tation in the bends and stretches of nonreactive
(spectator) bonds correlates with product ex-
citation. Despite their near degeneracy, the
symmetric and antisymmetric C-H stretches in
CH3D differ in reactivity. This difference arises
from a collision-induced IVR process that

preferentially localizes symmetric C-H stretch
excitation into the C-H bond nearest the Cl atom
(18). Reactivity patterns from these studies un-
derscore the subtle but important role of IVR.
Collision-induced IVR is fast enough to localize
C-H stretch excitation and cause mode-specific
reactivity, but IVR between C-H and C-D stretches
is relatively slow and enables bond-selective
reactivity.

Methane’s dissociative chemisorption on Ni
is well studied because of its role as the rate-
limiting step in the industrial production of H2.
C-H stretch excitation promotes methane activa-
tion, and the many phonon-mediated and elec-
tronically mediated energy-exchange channels
available at the gas-metal interface do not prevent
mode-selective chemistry. Methane dissociates
on Ni(111) via single C-H bond cleavage to form
surface-bound methyl and H fragments (21).
Vibrational state–resolved gas-surface scatter-
ing studies of CH4 on Ni(100) show that the
symmetric (n1) (22) and antisymmetric (n3)
(23, 24) C-H stretching states in CH4 enhance
reactivity, in accord with calculations that pre-
dict substantial C-H bond elongation at the tran-
sition state (25–27). Reactivity is mode-specific,
with a relative vibrational efficacy of n1 > n3 > n4
(triply degenerate bend) (22, 28, 29). CH2D2

dissociation on Ni(100) is also mode-specific. The
|0,2> local mode state (two quanta in a single C-H
bond) is more reactive than the |1,1> state (one
quantum in each C-H bond). This result is con-
sistent with the spectator model, but experiments
did not distinguish the methyl isotopologues,
which prevented an assessment of bond selec-
tivity (30).

In our experiments, we prepared a supersonic
molecular beam of CHD3 molecules, exposed
the beam to a clean Ni(111) surface, and quanti-
fied the surface-bound products of C-H (chem-
isorbed H and CD3) and C-D (chemisorbed D
and CHD2) bond cleavage. Our earlier work
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Fig. 1. Quantifying CHD3 reaction products
with TPD.

Table 1. Experimental parameters and measured reaction probabilities for CHD3 ensembles with
thermally populated vibrational states. Translational energies for the 2% CHD3/He beams are from
measured time-of-flight data, and vibrational energies are calculated for thermal ensembles at
Tnozzle. Surface temperature was 90 K for all measurements. Error is based on the SD of three to five
replicate measurements.

Tnozzle (K) Etrans (kJ/mol) Evib (kJ/mol) S0 ± 2s

550 52.7 4.5 (8.8 ± 3.0) × 10−6

600 57.4 5.9 (2.6 ± 1.5) × 10−5

700 67.0 9.2 (1.8 ± 0.7) × 10−4

830 79.8 14.4 (8.3 ± 4.5) × 10−4

900 86.2 17.6 (2.0 ± 1.1) × 10−3
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Fig. 2. Fraction of CHD3 molecules dissociating
via the C-H bond cleavage channel as a function
of Tnozzle. All beams are 2% CHD3 in He, so both
Etrans and Evib increase with Tnozzle. Error bars are
±2s from replicate measurements.
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quantified reaction products with Auger elec-
tron spectroscopy (AES) of carbon, but AES
cannot distinguish CD3 and CHD2 (31). Instead,
we used a temperature-programmed desorption
(TPD) method to titrate and quantify surface-
bound methyls. Johnson et al. showed that
surface-bound H (or D) does not react with
surface-bound methyl to form methane but that
D atoms embedded in the Ni lattice react quan-
titatively with surface-bound methyl to form
methane, which promptly desorbs (32). We con-
firmed that the surface-bound H or D dissocia-
tive chemisorption products do not react with
methyl and that no isotope scrambling occurs;
all desorbing methane originates from deutera-
tion by a single subsurface D atom.

We performed the experiments in a super-
sonic molecular beam–surface scattering ma-
chine (31, 33). We first exposed a clean Ni(111)
surface to D atoms, which covered the surface
and preloaded subsurface lattice sites with D
atoms. Collision-induced recombinative desorp-
tion with Xe removed all but 0.03 monolayers
(ML) of surface-bound D, created a clean sur-
face for CHD3 dissociation, and preserved about
three ML of subsurface D for post-CHD3–dose
titration. A supersonic molecular beam of CHD3

then impinged on the surface. State-resolved ex-
periments used a single-mode IR laser to ex-
cite CHD3 to v' = 1, J ' = 2, K ' = 0 of n1 via the
R(1)(DK = 0) transition at 3005.538 cm−1 (34).
The vibrational energy (Evib) is 36 kJ/mol, J ' is

the total angular momentum of the excited state,
and K ′ is the projection of J ' along the unique
inertial axis. We held the surface temperature
(Tsurf) below 120 K to stabilize subsurface D
and prevent methyl dehydrogenation (21). After
CHD3 chemisorption, we gradually raised the sur-
face temperature in a TPD experiment. D atoms
that were pre-embedded in the Ni lattice moved
to the surface, titrated surface methyls, and formed
methane. A mass spectrometer monitored desorp-
tion of D2 (4 atomic mass units), CHD3 (19 amu),
and CD4 (20 amu) during TPD, as shown in
Fig. 1. Near Tsurf = 190 K, D atoms combined
with surface-bound CD3 and CHD2 to form CD4

and CHD3, respectively. Because CD4 (20 amu)
cannot fragment to the parent mass for CHD3

(19 amu), integrated peak areas for 19 and 20 amu
provided a direct measure of C-D and C-H bond
cleavage products. AES measurements related
TPD integrals to surface coverage.

To assess whether n1 C-H stretch excitation
enhances C-H bond cleavage, we first estab-
lished a point of comparison for our state-
resolved measurements. Molecular ensembles
that statistically represent the relevant energetic
configurations of reagents yield products that
are consistent with statistical theories of reac-
tivity, even when the molecular-level require-
ment for statistical energy redistribution is not
met. This likely explains why microcanonical
unimolecular rate theory models vibrational
state-averaged reactivity of CH4 on Ni well,
even while it fails to predict state-resolved
observations of mode-specific or bond-selective
chemistry (35). Inefficient vibrational cooling in
our supersonic expansion produced a nearly
thermal (statistical) distribution of vibrational
states corresponding to the nozzle source temper-
ature (Tnozzle). We measured the product yield
of these thermally excited ensembles (without
laser excitation) to obtain an experimental esti-
mate of statistical reactivity.

Figure 1 shows TPD data for a CHD3/He
beam expanded at Tnozzle = 600 K without laser
excitation. We integrated the 19- and 20-amu
TPD peaks to obtain the coverage of CHD2 and
CD3 methyls and calculated the reaction proba-
bility summed over the CHD2 and CD3 product
channels for five different Tnozzle values (Table 1).
The fraction of dissociation events occurring
via C-H bond cleavage is plotted in Fig. 2. The
relative yield of C-H cleavage asymptotically
approaches 25% as total energy (Etotal) in-
creases, and C-D cleavage is always the majority
channel.

Three factors influenced the relative product
yield for experiments with thermally populated

vibrations. First, C-H bonds are more reactive
than C-D bonds as a result of the kinetic iso-
tope effect and possible tunneling contributions.
Second, only 25% of randomly oriented CHD3

molecules place their C-H bond in the most en-
ergetically favorable reaction geometry. Third,
the lower frequency of C-D vibrations leads to
higher excited-state populations relative to their
C-H counterparts. Factor 1 favors C-H cleavage,
whereas factors 2 and 3 favor C-D cleavage.
The data in Fig. 2 reflect these trends. At low
Tnozzle, system energy is lowest, isotope effects
are most pronounced, and the fraction of C-H
cleavage products is highest. As Tnozzle increases,
translational energy (Etrans) and Evib increase,
isotope effects diminish, and geometric factors
dominate, leading to the geometric limit of 25%
C-H bond cleavage.

We now turn to state-resolved reactivity mea-
surements of CHD3 excited to v = 1 of the n1 C-H
stretch. The laser excites about 1% of CHD3 to
the target eigenstate. We use (i) the ensemble-
averaged S0 for molecular beams with (S laser on0 )
and without (Slaser off0 ) laser excitation, (ii) the
fraction of molecules that we excite in the beam
( fexc), and (iii) the reactivity of the vibrational
ground state (Sv¼0

0 ) (which is negligible here)
to obtain the reaction probability for the laser-
excited molecules (Sv10 ) (24)

Sv1
0 ¼ Slaser on

0 − Slaser off
0

fexc
þ Sv¼0

0 ð1Þ

Figure 3, A and B, shows TPD traces for
mass/charge ratios (m/z) = 19 (D + CHD2) and
20 (D + CD3) after experiments with (solid
lines) and without (dashed lines) laser excitation
of n1. The yield of C-H cleavage products de-
tected at 20 amu increases, but the C-D cleavage
product is unchanged. (Laser excitation only
depletes v = 0, which contributes negligibly
toward reactivity at Tnozzle = 600 K.) Following
Eq. 1, we subtracted the laser-off signal from the
laser-on signal to obtain a difference signal (Fig.
3C) that reveals the reactivity of the laser-
excited molecules. Within our detection limit,
laser-excited molecules dissociated exclusively
via C-H bond cleavage. Analysis of replicate mea-
surements established a C-H:C-D bond cleavage
ratio of at least 30:1 for CHD3 excited to the
n1 C-H stretching state.

To assess the extent of bond selectivity, we
compared the relative product yield of CHD3

(n1) with that of an isoenergetic ensemble whose
vibrations were thermally populated. Table 2
shows that a 2% CHD3/He beam with Tnozzle =
830 K has nearly the same Etotal as the state-
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Fig. 3. TPD traces for D-atom titration of CHD3
reaction products from C-D (A) or C-H (B) bond
cleavage. Data are shown for experiments with
(solid lines) and without (dashed lines) laser
excitation of the n1 C-H stretch (Tnozzle = 600 K
and Etrans = 57 kJ/mol). The difference spectra (C)
show the net yield of C-H (red line) and C-D (blue
line) bond cleavage products that arise solely from
the laser-excited molecules. QMS, quadrupole mass
spectrometer; Arb. Units, arbitrary units.

Table 2. Relative product yield for state-resolved and thermal ensembles of CHD3.

System Etrans
(kJ/mol)

Evib
(kJ/mol)

Etotal
(kJ/mol) C-H:C-D ratio

State-resolved n1 57.4 36 93.4 >30:1
Thermal ensemble, Tnozzle = 830 K 79.8 14.4 94.2 1:3
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resolved beam and a C-H:C-D product ratio of
1:3. Therefore, selective excitation of the n1 C-H
stretch increases the relative yield of C-H bond
cleavage products from laser-excited molecules
by at least 90 fold relative to an ensemble of mol-
ecules whose vibrations are thermally populated.

Comparative studies of IVR rates in the gas
phase and in solution may explain the bond se-
lectivity that we observe. IVR often occurs on
multiple time scales, with the most rapid (initial)
component corresponding to energy flow into
strongly coupled “doorway” states that then
relax more slowly into the full vibrational den-
sity of states. A series of polyatomic molecules,
whose vibrational state densities ranged from
0.7 to 21,000 states cm−1, exhibited initial IVR
lifetimes for a C-H stretch that ranged from 4 to
400 ps in the gas phase (36). The lifetimes did
not correlate with the molecule’s state density
but instead were likely due to coincidental vi-
brational resonances that mediated IVR into the
doorway states. IVR lifetimes for the same mol-
ecules were then measured in a range of sol-
vents. The initial IVR rates barely changed upon
solvation, which suggests that the inherent vi-
brational structure and resonances in a molecule
dictate its IVR rates, not the nature, environ-
ment, or collision frequency of solvent-solute
interactions.

When viewed in the context of our gas-surface
scattering studies, we suggest that the gas-surface
interaction initiates, but does not necessarily ac-
celerate, IVR. In all collision processes, the ap-
proach of a collision partner—here, a highly
polarizable metal surface—perturbs the mole-
cule’s vibrational structure by altering the potential
energy term in the Hamiltonian. Thus, the vibra-
tional eigenstates of CHD3 evolve as it begins to
interact with the surface (17); the laser-prepared
gas-phase eigenstate becomes a superposition
state in the basis of vibrational eigenstates for
the CHD3–surface complex, and IVR ensues.
The interaction time of an energetic CHD3 mol-
ecule (Etrans = 57 kJ/mol) with the Ni(111)
surface is about 0.3 ps. Even large polyatomic
molecules have IVR lifetimes for C-H stretching
states of 4 ps or greater, so there is simply not
enough time for IVR to transfer energy from the
C-H stretching state into nonresonant C-D vi-
brations. As the adsorbate-substrate interaction
time increases as a result of reduced collision
energy or trapping (physisorption) on the sur-
face, IVR may become more extensive, and the
ability to achieve bond-selective control could
diminish.

The observation of vibrationally mediated
bond-selective chemistry in heterogeneous catal-
ysis is important in several ways. First, it estab-
lishes that bond-selective chemistry is possible
in a complex chemical system that includes a
metal surface with its high vibrational state den-
sity (37) and efficient electronic channels for vi-
brational quenching and energy exchange (38, 39).
Second, although most examples of bond-selective
chemistry occur in low-barrier reactions where

Evib provides most of the activation energy,
we show that bond-selective surface chemistry
persists even when Evib provides less than 40%
of the total reagent energy. Third, reduced-
dimensionality models for methane dissociation
have long modeled CH4 as a pseudo-diatomic
molecule, even though its gas-phase C-H stretches
differ substantially from those of an isolated bond
stretch (40, 41). The dramatic bond selectivity
that we observe suggests that CHD3 (n1) may be
an excellent benchmark for comparison with
reduced-dimensionality quantum dynamics models.
Fourth, whereas previous studies established
nonstatistical, vibrational mode-specific behav-
ior in methane’s dissociative chemisorption, this
work refines the picture of how IVR influences
the gas-surface encounter. It suggests that IVR
between relatively decoupled motions within a
molecule can be slow enough to permit highly
selective chemical control. In contrast, fast IVR
among the degenerate C-H stretches in CH4 has
been suggested as a plausible explanation for
the vibrational mode selectivity observed for
n1 and n3 on Ni(100). Thus, it may be important
to specify which IVR process is operative before
drawing conclusions about the relative rates of
IVR and reaction.

It is interesting to compare our work with
previous IETS and IR photodesorption studies
of vibrationally mediated chemistry on surfaces.
Our beam-surface experiments provide Etrans to
the reagent, so a single quantum of vibrational
excitation is adequate to activate reaction. In
contrast, surface-bound species at low Tsurf lack
significant Etrans and generally require a combi-
nation of multiquanta excitation (11) or energy
pooling (12) to accumulate enough energy to
react. The nature of the prepared vibration also
differs in the experiments. Adsorption perturbs
bonding in the adsorbate and introduces strong
coupling to substrate atoms. The presence of a
scanning tunneling microscope tip and the elec-
tric field that it induces can further perturb an
adsorbate’s vibrational states. Consequently, the
vibrational states of surface adsorbate and the
resulting nuclear motions induced upon excitation
can differ markedly from the vibrational eigen-
states of a gas-phase reagent.

Though previous IETS experiments provide
unparalleled control over the local environment
of the adsorbates, beam-surface studies offer
greater control over the initiation and timing of
energy flow during reaction because (i) the en-
ergy and vibrational character of the gas-phase
excitation is well defined, (ii) IVR is only ini-
tiated upon collision, and (iii) the temporal win-
dow for reaction is limited by the short surface
residence time: an experimental variable that de-
pends on incident angle and speed. Despite their
differences, these studies point to the break-
down of the rapid IVR assumption inherent to
statistical theories of gas-surface reactivity (37),
and they reveal both challenges and opportu-
nities for understanding and manipulating sur-
face reactivity.
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Colossal Positive and Negative
Thermal Expansion in the Framework
Material Ag3[Co(CN)6]
Andrew L. Goodwin,1* Mark Calleja,2 Michael J. Conterio,1 Martin T. Dove,1 John S. O. Evans,3
David A. Keen,4,5 Lars Peters,3 Matthew G. Tucker4

We show that silver(I) hexacyanocobaltate(III), Ag3[Co(CN)6], exhibits positive and negative thermal
expansion an order of magnitude greater than that seen in other crystalline materials. This
framework material expands along one set of directions at a rate comparable to the most weakly
bound solids known. By flexing like lattice fencing, the framework couples this to a contraction
along a perpendicular direction. This gives negative thermal expansion that is 14 times larger
than in ZrW2O8. Density functional theory calculations quantify both the low energy associated
with this flexibility and the role of argentophilic (Ag+...Ag+) interactions. This study illustrates
how the mechanical properties of a van der Waals solid might be engineered into a rigid,
useable framework.

Thermal expansion in crystalline materials
is a relatively well-understood physical
process (1, 2). By virtue of the inherent

anharmonicity of bond vibrations, the average
distance between bonded pairs of atoms increases
with temperature, and, in general, this increase is
reflected in expansion at the macroscopic scale.
The relative rate, a, at which a material expands
with increasing temperature usually falls within
the range 0 × 10−6 K−1 < a < 20 × 10−6 K−1 (2).

Examples of unconventional thermal expan-
sion behavior are well known, and often these
have highlighted some interesting and important
physical processes in the respective materials.
For example, the balance between lattice ther-
mal expansion and magnetorestriction in invar
FeNi alloys gives rise to their well-known and
widely exploited near-zero thermal expansion
around room temperature (3). Similar behavior
in the intermetallic conductor YbGaGe has been
explained in terms of a continuous electronic
valence transition (4). A quite different type of
atypical thermal expansion is the occurrence of
strong negative thermal expansion (NTE) in
framework structures such as ZrW2O8 (5) and
Cd(CN)2 (6), a consequence of the structural
underconstraint of atomic bridging motifs, in
these cases, the Zr-O-Wand Cd-CN-Cd linkages.
The ability to bend these linkages at the O or C
and N atoms means that the dominant thermal
response is associated with flexing bonds rather
than stretching them, and it is this difference that
is implicated in their unusual thermodynamic

behavior. This flexibility can also lead to pressure-
induced amorphization (7), elastic constant soft-
ening under pressure (8), and unusual shear and
bulk moduli (8, 9).

We studied the thermal expansion behavior of
silver(I) hexacyanocobaltate(III), Ag3[Co(CN)6],
a framework material assembled from highly un-
derconstrained Co-CN-Ag-NC-Co linkages. Its
crystal structure consists of alternating layers of
Ag+ and [Co(CN)6]

3− ions, stacked parallel to
the unique axis of its trigonal P31m unit cell
(Fig. 1A) (10, 11). Within any given silver-
containing layer, the Ag atoms are arranged at the
vertices of a Kagome lattice, with the octahedral

[Co(CN)6]
3− ions positioned above and below

the hexagonal Kagome “holes.” These anions are
oriented such that each cyanide binds a single
neighboring Ag+ ion, which in turn is bonded to a
second [Co(CN)6]

3− ion on the other side of the
Kagome sheet. The almost-linearCo-CN-Ag-NC-Co
linkages run parallel to the 〈101〉 lattice directions
(Fig. 1B), forming a set of three identical inter-
penetrating cubic (a-Po) networks (11).

There are a number of points of interest
concerning this structure. First, the separation
between neighboring Ag atoms is circa (ca.)
3.5 Å, which is only marginally greater than the
van der Waals limit of 3.4 Å (12), despite the
Coulombic repulsion. Moreover, this close
Ag...Ag approach is unsupported by the covalent
lattice. Such a feature is strongly characteristic of
so-called d10...d10 metallophilicity, whereby
multipolar dispersive interactions produce a
relatively weak “bond” between d10 centers of
ca. 30 kJ mol−1 (13, 14). Second, the cobalt
atoms are present in the low-spin d 6 (S = 0) elec-
tronic configuration and so are both diamagnetic
and coordinationally inert (15). Third, the Ag
atoms are N-bound by the cyanide ions. This as-
signment has been questioned (16) precisely
because it is unusual in cyanide-containing silver
salts, where there is a strong chemical preference
for C-bound Ag centers (15).

Having prepared a sample of Ag3[Co(CN)6]
as described in (10), we performed x-ray dif-
fractionmeasurements over the temperature range
from 16 to 500 K. The sample appeared to have
decomposed fully by 500 K to give a product
whose diffraction profile matched that of elemen-
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Fig. 1. Representations of the
crystal structure of Ag3[Co(CN)6].
(A) The trigonal lattice con-
sists of alternating layers of
octahedral [Co(CN)6]

3− ions
([CoC6] octahedra shown in
blue) and Ag+ cations (red
spheres arranged on the central
Kagome-type lattice). (B) The
crystallographic unit cell at 300
K as determined by structural
refinement of our neutron dif-
fraction data. The strongest
bonding interactions, which oc-
cur within Co-CN-Ag-NC-Co
linkages, all lie parallel to the
crystallographic 〈101〉 direc-
tions. The refined anisotropic
thermal ellipsoids (shown here
at 50% probability) indicate
that the dominant type of
atomic displacement at 300 K
involves translations of the C,
N, and Ag atoms perpendicular
to these linkages.
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tal Ag. We also collected neutron time-of-flight
total scattering patterns at temperatures of 10,
50, 150, and 300K using theGEMdiffractometer
at ISIS (17, 18). The room-temperature powder
diffraction patterns were readily indexed accord-
ing to the previously published crystallographic
unit cell (11), and Rietveld refinement of the
neutron data was used to produce a structural
model (Fig. 1B) using the program GSAS (19).
By virtue of the scattering contrast between C
and N atoms attained in neutron experiments, we
were able to confirm that the cyanide ions are en-
tirely C-bound to each Co atom, thus addressing
the concerns raised in (16). Crystallographic de-
tails and refined values of the anisotropic thermal
displacement parameters are given in tables S1
and S2, respectively.

On cooling from room temperature, both
the x-ray and the neutron diffraction patterns
were affected in two particular ways (Fig. 2, A
and B). First, the d-spacing values of most of the
reflections changed substantially (with some
values increasing and others decreasing). Second,
we observed an increasingly severe anisotropic
peak broadening effect; this effect, which dis-
appeared on reheating, was strongest for those
peaks with the greatest thermal shift in d spac-
ing. We were able to model the unusual peak
shape variation by using spherical harmonics
to account for anisotropic strain broadening
within the TOPAS structural refinement pack-
age (20) or, equivalently, by refining empirical
lattice parameter distributions using the GSAS
program (19, 18) (Fig. 2, C to F). Both ap-
proaches gave entirely consistent values of the
strain-free lattice parameters.

The quantitative thermal variations in these
strain-free lattice parameters were determined
from the x-ray diffraction data (18) (Fig. 3) (raw
values are listed in tables S3 and S4). Our re-
sults show Ag3[Co(CN)6] exhibits essentially
linear thermal expansion behavior over its en-
tire temperature stability range that is an order
of magnitude stronger than that typically ob-
served for framework materials: The uniaxial
coefficients of thermal expansion were found
to lie in the ranges +130 × 10−6 K−1 < aa <
+150 × 10−6 K−1 and −120 × 10−6 K−1 > ac >
−130 × 10−6 K−1 over much of the temperature
range studied. Slightly more moderate effects
appeared to occur at the very lowest temper-
atures, although we note that the uncertainty
in the calculated values of a is substantially
larger for these terminal data points. There was
no appreciable hysteresis in cell parameters nor
any evidence for the existence of structural
phase transitions (the slight discontinuity at
300 K is due to the different experimental con-
ditions used to measure data above and below
room temperature). The absence of any sharp
features in differential scanning calorimetric
measurements of the specific heat supported
this finding.

We see that the uniaxial NTE behavior ob-
served in this study is larger than that reported for

the isotropic materials ZrW2O8 (aa = −9 × 10−6

K−1) (5) and Cd(CN)2 (aa = −20 × 10−6 K−1) (6)
and greater also than the calculated behavior
for various metal-organic frameworks (MOFs)
(−27 × 10−6 K−1 ≤ aa ≤ −11 × 10−6 K−1) (21),
whereas the positive thermal expansion (PTE)
effect along the a and b crystallographic axes is
matched in magnitude only by the most weakly
bound solids (2), for example, Xe at 50 K (aa ≅ +
200 × 10−6 K−1) (22). In order to highlight these

fundamental differences from typical framework
behavior, we are suggesting the use of the term
“colossal” to signify |a| ≥ 100 × 10−6 K−1.

We now consider the relationship of the
thermal expansion to the interatomic separations
in the crystal structure. The magnitude of NTE
and PTE effects means that many of these
separations change substantially with temper-
ature, but there also exists a set of directions
along which the thermal expansion coefficient
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Fig. 2. Lattice parameter distributions and DFT
lattice enthalpy landscape. Regions of the (A)
10 K and (B) 300 K neutron powder diffraction
pattern show the severe effects of anisotropic
peak broadening at low temperatures. The
observed peak shapes could be modeled in
terms of the distributions of unit cell parameters
shown in (C) to (F). The “strain-free” limit of the
topas x-ray diffraction refinements is indicated
in each case by a solid gray circle. (G andH) The
0 K enthalpy valley that coincides with the
experimental lattice parameter values, calculated
(G) using DFT and (H) using DFT together with
an Ag+...Ag+ dispersion interaction term.

Fig. 3. Thermal expansion behavior
of Ag3[Co(CN)6] as determined from
x-ray powder diffraction. (Top) Ther-
mal variation of the lattice parameters
a and c measured on cooling (300 to
16 K; blue) and heating (20 to 300 K,
300 to 500 K; red). The large changes
in these parameters correspond to a
substantial expansion of the Ag...Ag
and [Co(CN)6]...[Co(CN)6] contacts
but a similarly strong collapse in
the separation between successive
(Ag+)n and [Co(CN)6] layers (accen-
tuated in the schematics). The slight
discontinuity at 300 K is due to the
different experimental conditions
used to measure data above and
below room temperature. (Bottom)
The coefficients of thermal expan-
sion determined by a smooth poly-
nomial fit (n = 5) to the raw lattice
parameter data, together with aCo...Ag,
the coefficient of thermal expansion
along the 〈101〉 crystal axes. Values
of a at the highest and lowest tem-
perature points in each data set
(where the first derivative of the
polynomial fit is poorly constrained)
have been omitted for clarity.
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vanishes. This set includes the 〈101〉 axes, the
directions along which the Co-CN-Ag-NC-Co
linkages are oriented. As such, despite the large
change in lattice dimensions, the data show that
the separation between connected Co...Ag...Co
atoms remains essentially constant across the
temperature range studied (see the aCo...Ag curve
in the bottom graph of Fig. 3). This is, of course,
entirely consistent with intuition for a strongly
bound chain of atoms. There is also a small
concomitant reorientation of the CN ions that
preserves the average C-Co-C and N-Ag-N angles
such that the geometries of the transition metal
coordination polyhedra are largely unaffected by
the thermal expansion. This reorientation means
that the thermal expansion behavior of the metal-
cyanide linkages in Ag3[Co(CN)6] is more
complex than that in Cd(CN)2, for example,
where NTE is caused by vibrational motion of
the linkages alone. However, the transverse CN
and Ag displacements evident in the atomic dis-
placement parameters of Fig. 1B do resemble the
typical behavior observed in other NTE frame-
works, and it is likely that in Ag3[Co(CN)6] local
transverse vibrations at least help reduce thermal
expansion along the 〈101〉 directions.

On the other hand, interatomic separations
parallel and perpendicular to the trigonal axis are
strongly affected by temperature. The separation
between silver- and hexacyanocobaltate-containing
layers, which corresponds to c/2, decreases quick-
ly as the material is heated, whereas the average
Ag...Ag and [Co(CN)6]...[Co(CN)6] distances,
which correspond to a/2, increase just as rapidly.
The strong coupling between these two lattice
parameters is caused by the Co-CN-Ag-NC-Co
linkages: If the structural integrity of these link-
ages is to be preserved, then an increase in amust
be accompanied by a decrease in c of compa-
rable magnitude (23). As such, the crystal struc-
ture behaves like a sheet of garden lattice fencing,

whereby an expansion of the lattice along one
axis forces a contraction in the perpendicular
direction.

This picture of geometric flexibility explains
the coupling between a and c, but the ques-
tion remains as to what in particular is respon-
sible for the large magnitude of the changes in
these lattice parameters. An interesting com-
parison can be made with the related compound
H3[Co(CN)6], which shares the same structure
as Ag3[Co(CN)6] but with H atoms replacing Ag
atoms (11, 24). At room temperature, the deu-
terated analog D3[Co(CN)6] crystallizes with lat-
tice dimensions a = 6.431 ± 0.004 [or 6.431(4)] Å
and c=5.710(4)Å (25) so that the [Co(CN)6]

3− ions
are closer together than they are in Ag3[Co(CN)6].
At 77 K, the lattice parameters are a = 6.411(4) Å
and c=5.715(4)Å (25), reflecting amoremoderate
thermal expansion behavior with aa = +14(6) ×
10−6 K−1 and ac = −4(6) × 10−6 K−1. Colossal ther-
mal expansion is thus not an inherent property of
the framework topology.

We obtained a more quantitative insight into
the thermomechanical properties of Ag3[Co(CN)6]
by using the density functional theory (DFT)
code CASTEP (26) to calculate the variation in
lattice enthalpy for different values of the unit cell
parameters (18). What emerges from these
calculations is that there exists a pronounced
low-enthalpy valley that connects the various
lattice parameter valuesmeasured crystallograph-
ically (Fig. 2G). The cell dimensions can vary
along the “floor” of this valley with minimal cost
in lattice enthalpy. Because excited electronic
states are not taken into account at the DFT level,
CASTEP omits any contribution from argento-
philic dispersion interactions. However, the in-
clusion of a modest additional dispersive (r−6)
term to the DFT enthalpy values is sufficient to
shift the overall minimum from its original DFT-
only position (a = 7.65 Å) to one closer to the

expected 0K value (≅6.74 Å), producing an even
flatter minimum along the valley floor in the
process (Figs. 2H and 4A). So, to a very large
extent, the cell parameter a appears to be deter-
mined by these dispersion forces. This is highly
unusual for a framework material and hints at
why the observed PTE effect might share more in
common with the sort of values observed for van
der Waals solids such as Xe.

Exploring this enthalpy valley more closely,
we note that reasonably large changes in a and c
can carry enthalpy penalties so low that they are
comparable to the subtle thermal changes in
phonon frequencies often found in framework
materials. This means that phonon contributions
to the free energy may be responsible for driv-
ing the large changes in lattice parameters. A
reciprocal-space analysis of our neutron scatter-
ing data (27), allowed us to calculate the partial
phonon densities of states for Ag, Co, and CN
species as a function of temperature (18). What
we found was that the average phonon energy
associated with Ag vibrations decreased notice-
ably with increasing temperature (and hence with
increasing a), whereas therewas very little change
in the relative energies of Co and CN vibrations
(Fig. 4B). In terms of the energy profile illustrated
in Fig. 4A, this means that, at higher temperatures
(for which the phonon contribution to the overall
energy becomes more important), the change in
phonon frequencies associated with increasing
a is commensurate with the small lattice enthalpy
penalty involved. The decrease in Ag vibrational
energies of ca. 5 meV between 10 and 300 K
corresponds to an additional contribution of
about 0.04 eV per unit cell to the lattice free
energy at 300 K, comparable to the difference in
lattice enthalpies at the corresponding values of
a. Consequently, those phonon modes involving
Ag displacements contribute most strongly to
the overall (positive) Grüneisen parameter, and
hence it is the anharmonicity of Ag vibrations
that appears to drive the thermal expansion of
the flexible lattice.We note that this anharmonicity
is by no means colossal in itself, but because a
is inversely proportional to material stiffness a
modest value of the Grüneisen parameter can
still produce a large value of a.

Consequently, it is the geometric flexibility
of the Ag3[Co(CN)6] lattice, that is, the shal-
lowness of the enthalpy valley shown in Fig.
2H, that allows very weak Ag+...Ag+ interac-
tions to produce such an unusually large PTE
effect, translated via flexing of Co-CN-Ag-NC-Co
linkages into an equally strong NTE effect along
the trigonal crystal axis. This unusual behavior
serves to illustrate how very weak bonding in-
teractions can actually have a profound effect
on crystal thermodynamics in sufficiently flex-
ible systems. In this case, not only do we ob-
serve unusual thermal expansion, but the lattice
parameter distributions shown in Fig. 2 are a
direct reflection of an atypically soft lattice (more
specifically, one with a large and negative elas-
tic compliance S13); the crystallites appear to

Fig. 4. Lattice enthalpy and phonon ener-
gies in Ag3[Co(CN)6]. (A) DFT lattice enthal-
pies (solid circles) along the floor of the
enthalpy valley found in (a, c) space. Addition
of a dispersive r−6 term (solid line) produces a
modified enthalpy curve (open circles) with a
particularly shallow minimum positioned
closer to the experimental 0 K value (dashed
vertical line). (B) Thermal variation in mean
partial phonon frequencies for Ag (open
circles), Co (open triangles), and CN (solid
squares) species as calculated from our
neutron scattering data. Values were
calculated from all 48 phonon modes across
a grid of 245 points in reciprocal space
(giving 11,760 data points in total); error bars
correspond to the standard error in the
calculated mean frequencies. The energies of
phonon modes involving Ag displacements
decreasewith an increase in temperature (and
hence a), providing amechanism to overcome
the very small lattice enthalpy differences
near the minimum in (A).
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deform readily in response to thermal and/or
mechanical stress. There is a strong interest in
uniaxial NTE materials of such extraordinary
properties. For example, precision optical de-
vices used on satellites are often highly sensi-
tive to even very minor changes in dimension,
and this sensitivity is exacerbated by the large
temperature gradients over which they are forced
to operate. Very thin aligned coatings of a ma-
terial such as Ag3[Co(CN)6] could provide an
intrinsic protection against this thermal varia-
tion, avoiding the present reliance on mechan-
ical adjustment. More generally, the concept of
exploiting geometric flexibility to amplify the
role of low-energy interactions in thermody-
namic behavior offers a method of preparing
materials with a range of hitherto unanticipated
physical properties.
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Elastic Anisotropy of Earth’s Inner Core
Anatoly B. Belonoshko,1,2* Natalia V. Skorodumova,3 Anders Rosengren,2,4 Börje Johansson1,3,5

Earth’s solid-iron inner core is elastically anisotropic. Sound waves propagate faster along Earth’s
spin axis than in the equatorial plane. This anisotropy has previously been explained by a preferred
orientation of the iron alloy hexagonal crystals. However, hexagonal iron becomes increasingly
isotropic on increasing temperature at pressures of the inner core and is therefore unlikely to cause
the anisotropy. An alternative explanation, supported by diamond anvil cell experiments, is that
iron adopts a body-centered cubic form in the inner core. We show, by molecular dynamics
simulations, that the body-centered cubic iron phase is extremely anisotropic to sound waves
despite its high symmetry. Direct simulations of seismic wave propagation reveal an anisotropy of
12%, a value adequate to explain the anisotropy of the inner core.

It has been proposed (1) and lately confirmed
(2) that Earth’s inner core (3) (IC), a spherical
body in the center of Earth with a radius of

about 1200 km, is elastically anisotropic. Com-
paring the time residuals for the different paths of
seismic waves, Creager (2) found that seismic
waves propagate by 3 to 4% faster in the direction
of Earth’s spin axis than in the direction aligned
with the equatorial plane. Furthermore, the anisot-

ropy has a rather complicated structure (4–9). The
uppermost layer of the core, a few dozen kilome-
ters thick but varying between hemispheres, is
nearly elastically isotropic (4, 6). In addition, the
innermost part of the inner core (IMIC) (7), with
a radius of 300 km (7) to 500 km (5), seems to
possess a different form of anisotropy (8).

A number of mechanisms explaining the an-
isotropy have been proposed (10–15). Although
the mechanisms vary in detail, the major con-
sensus is that the anisotropy is due to a lattice
preferred orientation of the IC material. This con-
clusion is also supported by the correlation be-
tween the attenuation and velocities of seismic
waves (5). Therefore, it is important to understand
the elastic anisotropy of the IC material under
representative conditions. It has long been estab-
lished, on the basis of the equation of state as com-
pared to seismic data and the abundance of iron,
that Earth’s IC mainly consists of iron (16–19).
Because iron at high pressure is stable in the

hexagonal close-packed (hcp) structure, it has
been suggested that the anisotropy is due to the
preferred orientation of the hcp lattice (20). As it
was difficult at that time to compute the elastic
properties of iron simultaneously at high pressure
and temperature, the elastic properties were cal-
culated at high pressure and zero temperature.
These calculations (20) showed that the anisot-
ropy of the IC would be approximately repro-
duced if a single hcp iron crystal, oriented with its
“fast” c axis along the spin axis of Earth, was
assumed to exist in the center of the planet.

This, of course, would be the case if the high
temperature of Earth’s IC does not change the
nonideal c/a ratio (21) existing at low temper-
ature. However, it has lately been shown (22, 23)
that the c/a ratio in hcp iron becomes almost ideal
at the high temperature of the IC. Therefore, the
elastic anisotropy of the hcp phase practically
vanishes at high temperature. Thismeans, in turn,
that even the assumption that the IC is a single
hcp Fe crystal does not allow us to reproduce the
measured time residuals (2).

Therefore, one must search for another, elas-
tically anisotropic phase of iron (or iron alloy) to
explain the IC anisotropy. The body-centered cubic
(bcc) Fe phase has been suggested (22, 24–27)
and has recently received experimental confir-
mation (28). Therefore, it is of interest to deter-
mine the speed of sound wave propagation in
oriented monocrystalline as well as polycrystal-
line bcc Fe samples.

Because the difficulty of reproducing the con-
ditions of the IC prevents a suitable experiment at
present, we have simulated soundwave propagation
in the material by means of the molecular dynam-
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ics (MD)method. The iron was modeled with the
embedded-atommethod (EAM) (22, 29–32), which
describes the interaction between atoms as a com-
bination of short-range repulsion and many-body
attraction terms. The latter represents the energy
of embedding an atom into the electron gas. The
model was parameterized to reproduce the re-
sults of first-principles calculations (29). This
EAM model has been exceptionally well tested
(22, 29–32), including a calculation of the elastic
constants of the bcc iron crystal and comparing
them to the results from one of the most precise
ab initio methods (the projector-augmented wave
method) (32). The successful application of our
EAM model (22, 29–32) allowed us to rely on
the EAM model for calculating the speed of
sound in iron.

Overall, we studied three samples of bcc iron:
two single crystals and one polycrystal. One of
the single crystals was chosen in standard crys-
tallographic orientation where the unit cell con-
tains two atoms. Another crystal was chosen in
such a way that the big diagonal ([111] direction)
was oriented along the Z axis. The unit cell for

this sample contained 12 atoms. Axes X and Y
coincided with the directions [110] and [112],
respectively. The preparation of the third, poly-
crystalline sample included the following steps.
The bcc sample containing 2,000,000 atoms was
heated to 10,000 K to ensure melting. Then, four
bcc crystals were embedded into the four quad-
rants of the box containing the melted iron. The
[001] axes of these crystals were aligned with the
Z axis. The embedded crystals were randomly
rotated around the [001] axis passing through the
centers of quadrants in the XYplane. This sample
was then crystallized at T = 6800 K and P = 3.6
Mbar for 300,000 time steps (Fig. 1B). The sam-
ples containing single crystals were equilibrated
at about the same values of P and T. The typical
length of the side of the sample was roughly 240 Å
(Fig. 1A). Such a large sample was necessary to
simulate the sound wave propagation without the
interference of sound waves attributable to the
periodic boundary conditions.

We have studied the propagation of sound
waves in single-crystal bcc iron along the [100],
[010], [001], [110], [112], and [111] crystallo-

graphic directions and along the X, Y, and Z
directions in the case of the polycrystalline bcc Fe
samples (Figs. 1 and 2). We also studied sound
waves in single-crystal hcp iron along the [100],
[001], and [110] directions. The sound waves
were initiated (Fig. 1A) by shifting the two
halves of the prepared samples toward each other
by 0.3 Å along the X axis. The shifting of the two
halves toward each other created an energy pulse
concentrated in the very thin layer of about 15%
of the interatomic distance. Starting from such
a configuration, we performed simulations in
the NVE ensemble (where N is the number of
particles, E is the total energy, and V is the vol-
ume). The propagation of the initial energy
pulse was followed by calculating the profile of
the characteristic

Ax
i ¼

1

N atoms
i

X

atom∈ ith layer
f xatom ð1Þ

where N atoms
i is the number of atoms within

the ith layer, f xatom is the X component of the
force acting on an atom, and X is the direction of
wave propagation.

This method was chosen because at high
pressure, force is highly sensitive to the distance
change. The average force acting on an atom in
equilibrium is zero. When a sound wave passes
through the sample, it creates a wave of den-
sification immediately followed by the rarefac-
tion wave. Both rarefaction and densification are
subtle. However, because the force in the EAM
model is roughly an 8th power of the inverse
distance, force changes markedly within these
waves. This makes it comparably easy to detect.
One can see how the sound wave propagates
with time along different directions (Fig. 2).
Having the positions of the sound wave at dif-
ferent moments in time, one can precisely deter-
mine the speed of the sound wave.

Our results are summarized in Table 1. The
temperatures listed are close to the most reliable

Fig. 1. Some of the simulated samples.
(A) Body-centered cubic sample, equili-
brated at P = 360.0 GPa and T = 6600 K.
The sound wave is initiated as described in
the text. The length of the cube edge is
238.03 Å. The atoms are shown by spheres
of radius 1.1 Å, which are colored according
to the X component of the force vector act-
ing on the atoms. Most of the atoms are
green, which corresponds to a comparably
small force acting on them (see the color
bar in the bottom part of the figure). The
plane of dark-blue (large negative X com-
ponent of the force vector) and red (large
positive X component of the force vector)
atoms in the middle section represents the
initial energy pulse, which causes a sound

wave to propagate to the left and to the right from the plane (see Fig. 2A). The sample is shown at the
first time step of the MD simulation. (B) Projection along the Z axis, showing the frozen sample
described in the text. Atoms are drawn by small circles. Defects and grain boundaries are seen as
dark areas. The sample is referred to as a polycrystal in the text and Table 1.

Table 1. Calculated velocities of sound waves under PT conditions of inner core.

Sample* P (GPa) T (K) Direction† Velocity (km/s)

bcc, single 361.0 6589 100 12.05
bcc, single 360.3 6587 010 12.02
bcc, single 360.2 6595 001 12.16
bcc, poly 366.7 6918 X 12.86
bcc, poly 364.8 6929 Y 12.60
bcc, poly 364.3 6850 Z 12.02
bcc, single 364.8 6644 110 13.06
bcc, single 362.7 6640 112 12.90
bcc, single 364.6 6924 111 13.60
hcp, single 368.5 6860 001 13.89
hcp, single 369.1 7002 100 13.89
hcp, single 364.5 6726 110 13.57
*The sample description provides crystal structure (hcp or bcc) and whether the crystal is single or polycrystal. †The direction of the
initiated sound wave is given by providing crystallographic direction hkl, where hkl are the integer vector components. For example,
111 in the bcc crystal means direction of the big diagonal in the cubic unit cell, and 001 means direction along the edge of the cell.
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present estimates (22). From the computed veloc-
ities we learn the following. First, the precision of
our procedure for computing velocity is on the
order of 0.1 km/s. This follows from the com-
parison of the first three lines (Table 1) that
contain velocities for the single bcc crystal and
equivalent directions. Second, the 〈001〉 direc-
tions are the slowest ones, whereas the 〈111〉
directions are the fastest ones. Any deviation
from 〈001〉 directions leads to increase of the

sound wave velocity (compare velocities in lines
4 and 5 with velocity in line 6 for polycrystal;
direction Z is equivalent to [001], whereas direc-
tions X and Y are approximately equivalent to a
random polycrystal). Third, defects have practi-
cally no impact on the sound wave velocity
(compare the first three lines and line 6). Fourth,
the difference between the slowest (along 〈001〉)
and fastest (along 〈111〉) velocities of sound
waves in bcc iron is 1.53 ± 0.1 km/s. Fifth, the

hcp phase of iron at the IC conditions becomes
essentially isotropic (compare the last three lines;
see also Fig. 3). The anisotropy of hcp, largest
between the [001] and [100] directions at low
temperature, vanishes at high temperature. The
nonaxial direction [110] differs from the axial
directions [001] and [100] by less than 2.5%,
clearly insufficient to match the experimental ob-
servations (2).

What is the reason for such a different elastic
behavior of the bcc and hcp iron phases? At high
temperature, an iron atom in the hcp structure is
surrounded by 12 identical neighbors. An iron
atom in the bcc structure is surrounded by eight
atoms at a distance slightly shorter than that in
the hcp structure and by six atoms located at a
slightly larger distance compared to the nearest-
neighbor separation in the hcp structure. This is
exactly what makes bcc so anisotropic: two dif-
ferent kinds of nearest neighbors, whereas in hcp
there is just one.

Such a large difference in the velocities ex-
plains the anisotropy of the core. One of the pro-
posed mechanisms for the formation of a lattice
preferred orientation (10–15) (or likely some
combination of them) is responsible for the for-
mation of the bcc crystals with [111] aligned with
the spin axis. Given the large difference of the
velocities in different crystallographic directions
along with the subtle impact of defects on the
velocity, about 30% of crystals being preferably

Fig. 2. Positions of sound waves for
a number of samples and directions.
For each sample and direction we
calculated at least 11 profiles of the
quantity in Eq. 1 (which is an aver-
age of the forces on atoms in the
given layer). The profiles have been
calculated for configurations separated
in time by 0.1 ps. For convenience,
each calculated profile is plotted by
a different color and shifted upward
(starting from profile shown in red) by
10,000 MD units of force (in MD units,
the unit of time is the picosecond, the
unit of distance is the angstrom, and
the unit of mass is the atomic mass
unit). (A) bcc sample, [100] direction;
(B) bcc sample, [010] direction; (C)
bcc sample, [001] direction; (D) poly-
“XY” crystal, X direction; (E) poly-“XY”
crystal, Y direction; (F) poly-“XY”
crystal, Z direction; (G) bcc sample,
[110] direction; (H) bcc sample, [112]
direction; (I) bcc sample, [111] direc-
tion. Some of the profiles show waves
that have traveled through the bound-
ary of the sample (all of the samples
are modeled with periodic boundary
conditions) and entered the sample
from the opposite side. The speed of
the sound wave is calculated by
dividing the distance between two
waves by 2 and the time interval the waves traveled. Because the procedure is identical for all samples and directions, the relative differences between
velocities are highly precise.

Fig. 3. Positions of
sound waves propagat-
ing in the hcp single
crystal. The positions
of waves propagating
along the c axis (thin
line) and a axis (thick
line) coincide. The pro-
files for each subsequent
time are shifted upward
by 10,000 MD units,
similar to Fig. 2.

www.sciencemag.org SCIENCE VOL 319 8 FEBRUARY 2008 799

REPORTS



oriented would produce the observed seismic
signals. This is a much weaker requirement than
the one suggested in (20), where even at zero
temperature the whole single crystal (100%) has
to be oriented with one of its axes along the spin
axis of the planet. In passing, we note that bcc
velocities (Table 1) are a better match to the seis-
mic velocities in Earth’s center [11.26 km/s (18)]
than are hcp velocities.

Recently, it was suggested that the IC consists
of two parts; the central part seems to possess an
anisotropy different from the rest of the core (7).
Later, it was proposed that the innermost IC
(IMIC) is elastically less anisotropic (8). Such a
different elastic behavior can be explained in
terms of two iron phases, one of which (bcc) is
anisotropic and the other (hcp) isotropic. If the
PT slope of the hcp-bcc boundary and the geo-
therm in the core cross each other, then the dif-
ferent elastic behavior might be explained by the
bcc-hcp phase transition, where the outer aniso-
tropic part of the IC consists of the anisotropic
bcc phase and the IMIC consists of a mixture of
bcc and hcp iron alloys. The exact position of the
hcp-bcc alloy PT boundary is unknown. How-
ever, if the field of the bcc stability is narrow (and
it most likely is), then such a transition is prob-
able. An alternative explanation could be that
during the formation of the IMIC, the processes
responsible for the formation of a lattice preferred
orientation were weaker, and therefore in this part
of the core a random orientation of bcc crystals
is dominant. In either case, the bcc phase is an
indisputable favorite over the hcp phase to be
responsible for the anisotropy of the IC. This is

strong evidence for the presence of a bcc iron/
iron alloy phase in Earth’s inner core.
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The Spatial Pattern and Mechanisms
of Heat-Content Change in the
North Atlantic
M. Susan Lozier,1* Susan Leadbetter,2 Richard G. Williams,2*
Vassil Roussenov,2 Mark S. C. Reed,1 Nathan J. Moore1†

The total heat gained by the North Atlantic Ocean over the past 50 years is equivalent to a
basinwide increase in the flux of heat across the ocean surface of 0.4 ± 0.05 watts per square
meter. We show, however, that this basin has not warmed uniformly: Although the tropics and
subtropics have warmed, the subpolar ocean has cooled. These regional differences require local
surface heat flux changes (±4 watts per square meter) much larger than the basinwide average.
Model investigations show that these regional differences can be explained by large-scale, decadal
variability in wind and buoyancy forcing as measured by the North Atlantic Oscillation index.
Whether the overall heat gain is due to anthropogenic warming is difficult to confirm because
strong natural variability in this ocean basin is potentially masking such input at the present time.

Recent evidence that the world’s oceans
have warmed over the past 50 years (1, 2),
with the attendant increase in the ocean’s

heat content an order ofmagnitude larger than the
increase in the atmospheric and cryospheric heat
content (2, 3), has underscored the importance of

the ocean as a heat reservoir for Earth’s climate
system. To facilitate predictions of future oceanic
heat uptake, however, an understanding of how
the ocean has warmed in response to long-term
natural and/or anthropogenic forcing is important.
A mechanistic understanding of this warming, the

goal of this study, begins with an examination
of the spatial variability of the observed warm-
ing, followed by modeling experiments designed
to isolate the mechanisms responsible for the ob-
served pattern. This study focuses on the North
Atlantic, a basin with strong, documented climate
variability (4–8) as well as unparalleled data
density (9).

To establish the spatial pattern of heat-content
change in the North Atlantic, we analyzed histor-
ical hydrographic station data from the National
Oceanic Data Center World Ocean Database
2005 (10). Temperature data from 1950 to 2000
were binned into 2° horizontal grids for 11 constant
depth layers spanning the sea surface to the ocean
floor. The constraints imposed by data density and
our choice of 2° spatial resolution restricted our
analysis of temporal change to two time periods,
1950 to 1970 and 1980 to 2000 (fig. S1). Thus,
we determine whether the ocean’s heat content at
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the end of the 20th century was significantly
different from what it was near the mid-century
mark.

The integration of the 11 temperature layers
leads to a significant heat-content gain for the
basin as a whole [1.610 × 1022 ± 0.19 × 1022 J
(SE); table S1] that compares relatively well to an
earlier analysis of basin-integrated change (1).
This heat-content gain between the two 20-year
periods, primarily concentrated in the upper 2 km,
requires an equivalent surface heat influx of 0.42 ±
0.05 W m−2 over the entire North Atlantic. A
striking pattern to the heat-content change in the
North Atlantic over the past 50 years (Fig. 1A)
reveals that this basin has not experienced a
uniform warming trend. Although the sub-
tropics and tropics show an overall gain, the
subpolar region has experienced a significant
loss (table S1). Regional heat-content changes
can be as large as ±1.5 × 1020 J between the two
20-year periods (Fig. 1A), changes that would
have required a surface heat flux increase of
about ±4 W m−2 from the former to the latter

time period, an estimate that is an order of
magnitude larger than the basin-averaged heat
flux of 0.42 ± 0.05 W m−2.

To explore mechanisms responsible for the
observed North Atlantic heat-content changes,
we conducted a modeling study. The ocean
model experiments were run with the use of a
well-documented ocean general circulation
model (11) with 1.4° horizontal resolution
spun up from rest with climatological monthly
forcing fields and then integrated by using re-
alistic surface forcing fields, winds, and buoy-
ancy over the time period from 1950 to 2000.
Given the uncertainty in surface forcing fields,
all model experiments were run with reanal-
ysis products from two agencies: European
Centre for Medium-Range Weather Forecasts
(ECMWF) (12) and National Center for En-
vironmental Prediction and National Center
for Atmospheric Research (NCEP/NCAR) (13).
Because the products yielded qualitatively sim-
ilar results, NCEP/NCAR-forced model results
are shown as Supporting Online Material (SOM)

figures. To test the model’s skill at reproduc-
ing the observed heat-content changes, we used
model temperature data from two 20-year model
integrations, one from 1950 to 1970 and another
from 1980 to 2000, to compute the modeled
heat-content changes from the latter time period
to the former. For both sets of forcing fields,
there is a heat-content gain over the tropics and
much of the subtropical gyre, yet a heat loss
over the subpolar gyre (Fig. 2A and fig. S3A),
a pattern broadly reflective of the observed
fields (Fig. 1A), including a clear subtropical-
subpolar gyre boundary separating the regions
of heat gain and loss. There are differences,
however, with the model integrations gaining in-
sufficient heat over the Sargasso Sea and re-
taining more heat over the western side of the
tropics, as well as having a loss of heat along
24°N, compared with the data. Another impor-
tant difference is that the modeled heat-content
changes are generally of larger amplitude than
the observed changes (table S1). It is unclear
whether this difference results from the inherent

Fig. 1. Change in ocean heat content (color bar indicates units of 1020 J;
red represents a gain in heat for the later period) between the 20-year
periods 1950–1970 and 1980–2000 diagnosed from (A) historical data
integrated over the water column and (B) 1.4° ocean model output using

realistic ECMWF wind and buoyancy forcing after a 60-year spin-up.
Observations and model data were binned onto the same 2° grid. The
observations reveal an overall gain in heat in the tropics and subtropics
and a loss of heat in the subpolar ocean.

Fig. 2. Change in ocean heat content (color bar indicates 1020 J; red
represents a gain in heat for the later period) between the 20-year periods
1950–1970 and 1980–2000 diagnosed from idealized model experiments
(A) using realistic surface buoyancy fluxes from ECMWF, but with clima-
tological winds, and (B) using realistic winds from ECMWF, but with cli-
matological surface buoyancy fluxes. Because the ECMWF reanalysis product

is available from 1958 only, the ECMWF study uses reconstructed 1950–
1957 forcing from the average of 1958–1970. For this comparison, two 20-
year integrations were conducted: one with forcing from 1950 to 1970 and
another with forcing from 1980 to 2000. In order to separate the
mechanical and thermal effects of the wind, we forced the variable-wind
runs with climatological latent and sensible heat fluxes.
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smoothing that results from the use of hydro-
graphic data irregularly distributed in space and
time and/or whether the difference results from a
poor knowledge of heat and freshwater fluxes
and boundary conditions for the model. Lastly,
we note that the broad pattern of heat-content
change remained unaltered when the same mod-
eling experiments were repeated at 0.5° hori-
zontal grid spacing (fig. S3B).

Given the broad correspondence between the
large-scale patterns of heat content from the
model and the data, we investigated the extent to
which these patterns are controlled either by
surface buoyancy fluxes or by wind-induced cir-
culation changes. First, the model experiments

were repeated with the same surface heat and
freshwater fluxes described above but with
climatological winds. In this case (Fig. 2A), the
model integrations again lead to a gain in heat
content over the tropics and a loss over the
subpolar gyre, but this loss of heat extends un-
realistically over the central part of the subtrop-
ical gyre, a clear mismatch with the observations.
In a second experiment, the model was forced
by climatological surface heat and freshwater
fluxes, but with realistic winds. In this oppos-
ing case, the gain in heat content extends over
the tropics and much of the subtropical gyre,
but there is insufficient loss of heat over the
subpolar gyre (Fig. 2B). From these two model

experiments, we conclude that the gain in heat
content over the tropics and loss over the sub-
polar gyre is a consequence of changes in air-
sea heat and freshwater fluxes, whereas the
gain in heat content over the subtropical gyre is
primarily a consequence of wind-induced cir-
culation changes.

The distinction in forcing mechanisms for
the subtropical and subpolar regions seen in
the model is largely consistent with observa-
tions: Analyses of temperature and salinity data
have revealed that changes in the subpolar gyre
are a reflection of density-compensated water-
mass changes, whereas the subtropical changes
are due to the deepening of density surfaces,

Fig. 3. Observed zonally averaged temperature change (°C) between the
20-year periods 1950–1970 and 1980–2000 along a constant depth
(red) of (A) 1000 m or (B) 2000 m, revealing a warming in the tropics
and subtropics but a cooling north of 45°N. This temperature change at
constant depth is separated into changes along an isopycnal (blue) and
the temperature change from a deepening of isopycnals (green) and a

residual from the misfit of these independent estimates (black). Over the
whole basin, there is a warming from the deepening of isopycnals (heave,
green), which is opposed by a cooling of the water mass along the
isopycnals (blue) in the subpolar gyre. The vertical displacement of the
isopycnals is related to changes in the wind forcing. Error bars indicate
standard errors.

Fig. 4. (A) Change in ocean heat content (color bar indicates 1020 J; red
is a gain) from a model run using NAO– composite forcing to a model
run using NAO+ composite forcing. (B) Zonal integral in heat-content
change for the observations (black; error bars represent standard errors)
and for the NAO model runs (blue). Sixteen years were averaged to create
a composite NAO– index of –2.34; 20 years were averaged to create a

composite NAO+ index of 2.37. Model integrations were also made in
which the NAO+ composite forcing was defined as the forcing fields of
the 5 individual years with the most positive NAO indices over the 50-
year record, randomly ordered, and then repeatedly integrated for 20
years; a NAO– state was similarly defined. Model results were similar to
those shown above.
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in agreement with a past study that analyzed
differences from repeated hydrographic cross
sections (4). A decomposition of the total tem-
perature change (14, 15) at a particular depth
into that which is created by temperature change
along a surface of constant density, attributa-
ble to water mass change, and that which is
created when isotherms move vertically past a
depth horizon, attributable generally to wind-
forced displacement or heaving, reveals this
gyre-specific response (Fig. 3). In the subpolar
gyre, the cooling at both 1000 m (the base of
the thermocline) and 2000 m (representative of
the deep waters below the thermocline) results
from colder waters residing on the density sur-
faces at those depths, suggesting that water-
mass changes play a dominant role. In contrast,
for the subtropical gyre there is a more compli-
cated response, with the warming at 2000 m due
to a deepening of isotherms and the warming at
1000 m due to both a deepening of isotherms
and water-mass changes. Ironically, this simple,
basinwide decomposition of temperature change
over the past 50 years reveals a complexity that
requires a more nuanced explanation than sim-
ple basinwide warming.

These observations of temperature changes
compare well with the model results: An analysis
of model output reveals that the wind-induced
increase in heat content over the subtropical gyre
is achieved through a redistribution of heat as-
sociated with an enhanced wind-induced pump-
ing down of the thermocline and an increased
northward transport of heat from the tropics to
the northern subtropical gyre. This interpretation
of how the subtropical warming is largely con-
trolled is also supported from a comparison of
hydrographic sections along 36°N conducted in
1959, 1981, and 2005. Similar heave/water-mass
diagnostics applied to these data (16) reveal that
a warming over the past 2 decades in the upper
900 m can be attributed to a wind-induced thick-
ening of the thermocline, whereas temperature
and salinity changes in the deeper waters can be
accounted for by changes in the water masses
spreading from the Mediterranean and Labrador
Seas.

Given the prominent role of the surface forcing,
we explored whether the large-scale atmospheric
variability, as expressed by the North Atlantic
Oscillation (NAO) index, can impart the observed
oceanic heat-content change. Within the 50-year
span of our observations, there has been a well-
recognized shift in the NAO from a low index
from 1950 to 1970 to a high index from 1980 to
2000 (17). To address the role of this change in
large-scale atmospheric forcing, we abandoned
the integration of themodel with sequential forcing
and instead simply ran the model for a 20-year
period with atmospheric forcing from a composite
of NAO– years and for a 20-year period with a
composite of NAO+ years. A computation of the
model differences in heat content (Fig. 4 and fig.
S3C) reveals that the NAO+ ocean has a larger
heat content in the subtropics and tropics com-

pared with the NAO– ocean, whereas the oppo-
site is true for the subpolar region. Such a contrast
matches the general pattern for the observed heat-
content changes (Fig. 1A), as well as that for the
difference between the two model runs forced
with 1950–1970 conditions and 1980–2000 con-
ditions (Fig. 1B). A comparison of the zonally
integrated heat-content changes as a function of
latitude (Fig. 4B) confirms that the NAO differ-
ence can largely account for the observed gyre-
specific heat-content changes over the past 50
years, although there are some notable differ-
ences in the latitudinal band from 35° to 45°N.
Thus, we suggest that the large-scale, decadal
changes inwind and buoyancy forcing associated
with the NAO is primarily responsible for the
ocean heat-content changes in the North Atlantic
over the past 50 years.

This data and modeling study of heat-
content changes for the North Atlantic provides
several cautionary notes for the investigation and
interpretation of climate signals in the ocean.
First, an examination of the spatial pattern asso-
ciated with the reported heat-content changes
illustrates that basin-averaged changes can mask
important spatial differences. Secondly, there is
not a single attribution for the observed changes
in the North Atlantic heat content: Changes in
surface buoyancy forcing lead to tropical warming
and high-latitude cooling, whereas wind-induced
redistribution of heat leads to subtropical warm-
ing. Thirdly, the broad pattern of heat-content
change can be accounted for by changes in the
large-scale atmospheric forcing over the past
50 years.

When viewed in isolation, the net heat gain
for the North Atlantic basin (+0.4 W m−2) is
likely explained as a small residual from the can-
cellation of the larger regional heat gains and
losses (±4 W m−2). Any anthropogenic warm-
ing would presently be masked by such strong
natural variability. However, given the reported
heat gain for each of the other world ocean
basins (1, 2, 18) and the rising air temperatures,
the relatively small basinwide heat gain is plau-
sibly attributable to anthropogenic forcing. The
overall North Atlantic heat-content change, equiv-
alent to an average increase in the surface heat
flux of +0.4Wm−2, is the same sign yet slightly
below the lower estimates of anthropogenic-
induced radiative heating, ranging from +0.6 to
+2.4 W m−2 since 1750 (19). Presumably, other
parts of the global ocean and climate system
have taken up the remainder of the excess heat
input.

Lastly, the positive trend in the winter NAO
index in the 1990s has been attributed to anthro-
pogenic forcing (17), implying that the NAO could
be the route by which anthropogenic warming is
imprinted on the ocean. However, although most
climate models show a slight strengthening of the
NAO index with anthropogenic forcing, the cli-
mate models also underestimate the strength of
the recent decadal trend in the NAO, raising
doubts as to the viability of the connection be-

tween the NAO and anthropogenic forcing in
climate models (20, 21). Hence, although the
change in ocean heat content over the North
Atlantic can be connected to the decadal trend in
the NAO, it is premature to conclusively attribute
these regional patterns of heat gain to greenhouse
warming. Continued long-term monitoring of
North Atlantic temperatures is needed to answer
the question of whether the basin-average warm-
ing is reflecting anthropogenic forcing and/or
natural variability.
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Direct and Indirect Effects of Resource
Quality on Food Web Structure
Tibor Bukovinszky,1*† F. J. Frank van Veen,2† Yde Jongema,1 Marcel Dicke1

The diversity and complexity of food webs (the networks of feeding relationships within an
ecological community) are considered to be important factors determining ecosystem function
and stability. However, the biological processes driving these factors are poorly understood.
Resource quality affects species interactions by limiting energy transfer to consumers and their
predators, affecting life history and morphological traits. We show that differences in plant traits
affect the structure of an entire food web through a series of direct and indirect effects.
Three trophic levels of consumers were influenced by plant quality, as shown by quantitative
herbivore–parasitoid–secondary parasitoid food webs. We conclude, on the basis of our
data, that changes in the food web are dependent on both trait- and density-mediated
interactions among species.

Food webs depict networks of trophic
relationships (interactions across levels
of consumers) in ecological communities.

A challenge in ecology is to understand the in-
terplay between bottom-up (resource-based) and
top-down (consumer-based) forces that structure
food webs (1–3) and to uncover the link be-
tween food web structure and ecosystem func-
tion and stability (4, 5). The species richness
(diversity) and complexity of food webs are key
aspects (4, 6, 7); for a given diversity and com-

plexity, other food web attributes can be pre-
dicted with simple rules of predation created on
the basis of body size (8).

The diversity of communities is determined
by past evolutionary processes and immigration
and extinction, which may be driven by both
direct and indirect interactions (9, 10). In food
webs, complexity is usually measured as con-
nectance: the fraction of all possible trophic
links that is realized. It is determined by the diet
breadth of the species in the web. Optimal for-

aging theory suggests that observed connectance
relies on the body sizes of predators and prey
(11). Therefore, food web structure may be in-
fluenced by variation in the traits of component
species. For example, insect host–parasitoid sys-
tems are influenced by variation in plant traits
(12). Plant nutritional quality directly affects troph-
ic interactions by influencing the morphology,
behavior, and life history of insects (13–15); but
how this affects food web structure remains un-
known. We studied how differences in resource
quality influenced structural properties of a
multitrophic food web through density- and
size-mediated interactions.

Aphids feed by piercing the phloem of their
food plant and are sensitive to changes in plant
quality (12). Aphid communities formed and
developed naturally for one season on 24 rep-
licate plots of 144 plants of either a feral or
domesticated (Brussels sprouts, var. gemmifera)
population of Brassica oleracea L. Cultivated
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Table 1. Statistics of interaction webs constructed in plots of the feral Brassica line and Brussels sprouts and final model selection of variables
explaining food web metrics. The results of analysis were derived from data presented in table S1. prop., proportion; NS, not significant.

Variable Mean sprout
(SEM)

Mean feral
(SEM) Final model F value

(d.f.) P value

Aphid Density (per plant) 619 (65) 2232 (318) Brassica line 24.7 (1,22) <0.001
Relative density (prop.
of M. persicae)

0.01 (0.003) 0.06 (0.01) Brassica line + aphid
density

40.3 (2,21) <0.001

Prop. parasitised 0.18 (0.02) 0.1 (0.01) Brassica line 19.8 (1,22) <0.001

Primary Mummy density 134.5 (17) 222.9 (31.9) Aphid density 22.4 (1,22) <0.001
parasitoids (Pp) Adult density 21.6 (1.9) 20.6 (3.5) Brassica line + aphid

density
5.7 (2,21) 0.011

Diversity 1.11 (0.03) 1.32 (0.09) Brassica line 4.5 (1,22) <0.05
Link diversity 1.36 (0.06) 1.95 (0.16) Pp diversity + Pp density +

aphid density + prop. of M.
persicae

67.3 (4,19) <0.001

Connectance 0.35 (0.04) 0.38 (0.03) NS
Prop. parasitised
(secondary)

0.82 (0.01) 0.9 (0.01) Mummy density + Brassica line 14.6 (2,21) <0.001

Mummy size (mm2) 1.22 (0.01) 1.49 (0.01) Brassica line 152.4 (1,22) <0.001

Secondary Adult density 113 (15) 202 (31) Aphid density 21.1 (1,22) <0.001
parasitoids (Sp) Hyperparasitoid

density
77 (10) 67 (9) NS

Prop. of mummy
parasitoids (of Sp.)

0.32 (0.02) 0.66 (0.01) Brassica line 149.9 (1,22) <0.001

Diversity 2.7 (0.13) 4.4 (0.1) Brassica line 103.4 (1,22) <0.001
Link diversity 2.8 (0.13) 4.9 (0.15) Sp diversity (96%) +

Brassica line + aphid
density + Sp density

295.1 (4,19) <0.001

Connectance 0.24 (0.01) 0.35 (0.01) Prop. of mummy parasitoids
+ aphid density

41.4 (2,21) <0.001
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Brassicas and their wild relatives show con-
siderable variation in primary and secondary
chemistry and morphology (15, 16). The studied
Brassicas differed in several traits, such as sec-
ondary chemistry, leaf thickness, and architec-
ture. In all plots, two aphid species, Brevicoryne
brassicae andMyzus persicae (Homoptera: Aphid-
idae), were found. Differences in aphid body
size (Table 1, Pp mummy size) and densities

(Fig. 1 and Table 1) show that the nutritional
quality of feral Brassica was higher than that of
domesticated Brassica.

The aphids in these plots were commonly
attacked by parasitoid wasps. Primary para-
sitoids (Pp’s) attacking aphids are in turn para-
sitized by two guilds of secondary parasitoids
(Sp’s) that differ in the way they feed on their
host. First, hyperparasitoids are koinobiont en-

doparasitoids (17). They lay their egg inside the
developing primary parasitoid larva inside the
living aphid host and delay development until
the primary parasitoid larva has killed and mum-
mified the aphid. Second, mummy parasitoids
are idiobiont ectoparasitoids that attack the mum-
mified aphid (fig. S1) and deposit their egg on
the primary parasitoid larva or pre-pupa, on
which the mummy parasitoid larva feeds ex-
ternally. Because of the more direct interaction
with host defenses, hyperparasitoids are typical-
ly more specialized than the generalist mummy
parasitoids (18, 19) [supporting online material
(SOM) text]. Thus, we studied four tropic lev-
els; plants (feral and domestic B. oleracea),
aphid herbivores, primary parasitoids, and sec-
ondary parasitoids. Aphid-parasitoid systems are
particularly suited to construction of quantita-
tive food webs, because the parasitoid pupates
inside the aphid integument, forming a so-called
mummy, allowing identification of both the host
and its parasitoid. Investigations of quantitative
food webs, where densities and link strengths
are known, have the advantage that they allow
for the detection of changes in the structure that
binary webs would miss (20) and are far less
sensitive to the effects of rare species and links
(21, 22).

Aphids were attacked by five species of pri-
mary parasitoid, all of which were found on the
plots of feral Brassica, whereas four of them
were present on the Brussels sprouts (Fig. 1).
The number of parasitized aphids was higher on
feral Brassica (Table 1, Pp mummy density) but
the proportion of parasitism was lower (Table 1,
aphid proportion parasitized). However, the den-
sities of emerging primary parasitoids on the
two types of plants were very similar (Table 1,
Pp adult density). The higher resource flow from
aphid to primary parasitoids on feral Brassica
was passed on to the next trophic level, which
was reflected in a significant 1.8-fold increase in
the density of the secondary parasitoids (Table 1,
Sp adult density). We calculated a diversity
index, taking into account the relative densities
(see materials and methods in SOM). This shows
that diversity among primary parasitoids was
significantly higher on feral Brassica (Table 1,
Pp diversity) and resulted in a greater diversity
of aphid–primary parasitoid links. (Table 1, Pp
link diversity).

Primary parasitoids were attacked by 10
species of secondary parasitoid, all of which
were present on feral Brassica and 8 of which
were present on Brussels sprouts (Fig. 1).
Species diversity and link diversity within sec-
ondary parasitoid food webs were respective-
ly 1.6 and 1.8 times higher in plots of feral
Brassica (Table 1, Sp diversity and Sp link
diversity). The diversity measure reflects both
the mean number (±SEM) of species (7.1 ± 0.3
versus 5.9 ± 0.2 in feral and domestic Brassica,
respectively) and the evenness of species abun-
dances (0.63 ± 0.02 versus 0.46 ± 0.02). The
connectance for secondary parasitoids with

Fig. 1. Aphid-parasitoid interaction webs on (A) feral Brassica and (B) domestic Brussels sprouts
pooled across replicated plots (fig. S2). The width of the bars is proportional to abundance. Middle
bars are aphids, bottom bars are primary parasitoids, and top bars are secondary parasitoids, with
gray and black bars depicting hyperparasitoids and mummy parasitoids, respectively. Wedges
indicate the relative contribution of a host to a parasitoid population. Numbers refer to species
identity. Note the predominance of mummy parasitoids on feral Brassica and associated density of
links.
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aphids was 1.5 times greater in feral than in do-
mestic Brassica (Table 1, Sp connectance), with
74% (R2 from general linear model analysis) of
the variation explained by the proportion of
mummy parasitoids among secondary para-
sitoids, which was twice as high in feral Brassica
(Table 1 and Fig. 1). We saw no evidence that
the host Brassica affected the density of spe-
cialist hyperparasitoids, suggesting that the dif-
ferences in secondary parasitoid density and
diversity were entirely due to the generalist
mummy parasitoids.

Our data show that variation in plant quality
has cascading effects across trophic levels as
mediated by changes in the abundance and size
of resource items (Fig. 2). The bottom of the
food chain—the plant type—affects the herbiv-
orous aphids, which in turn controls the quality
and abundance of the primary parasitoids, and
finally affects the top of the food web, the sec-
ondary parasitoids. These direct and indirect in-
teractions are mediated by both the densities and
traits (here size) of herbivores. Most interesting
is the effect of aphid size on the non-adjacent

secondary parasitoid trophic level. Larger aphids
result in larger mummies, leading to greater
representation of the generalist mummy para-
sitoid guild (fig. S3), resulting in greater link
diversity and connectance of secondary para-
sitoids. The strength of the pathways indicates
this importance of trait-mediated effects (mummy
size) in affecting secondary parasitoid commu-
nities (Fig. 2). Further evidence for trait-mediated
effects was that larger mummies were more
likely to yield mummy parasitoids and this ef-
fect was stronger in the feral Brassica (c23 =
9.41, P < 0.05).

We also investigated the effects of host plants
on size (as a proxy for fitness) and population
structure (sex ratio) of primary and secondary
parasitoids. For the four most common para-
sitoids in our study, adult size significantly de-
pended on aphid host size (F1, 793 = 571.13, P <
0.001), affecting fitness by increasing fecundity
and longevity (19). Host size was greatest on
feral Brassica (Fig. 3A; F1, 794 = 164.2, P <
0.001), resulting in significantly larger para-
sitoid offspring (Fig. 3B; F1, 797 = 78.73, P <
0.001). Furthermore, we observed 11% more
females of the primary parasitoid Diaeretiella
rapae (c21 = 4.36, P < 0.05) and the mummy
parasitoid Asaphes vulgaris (c21 = 7, P < 0.01)
on the feral Brassica (fig. S4). Female parasitoids
emerged from larger hosts than did males (F3, 794 =
59.28, P < 0.001), suggesting that sex allocation
in parasitoids is a function of host quality and
the quality of their primary nutrient source.

On the basis of these data, we concluded
that the feral Brassica was a better host for the
aphids and, indirectly, the parasitoids than was
the domestic line. It is likely that this increased
size, and therefore fitness, in both aphids and
the primary and secondary parasitoids was the
result of differences in plant traits such as plant
metabolites, defense chemicals, and architec-
ture, which we hypothesize caused the ob-
served differences in food web structure. Our

Fig. 2. Summary diagram of direct and indirect effects of plant quality on the structure of aphid-
parasitoid communities. Arrow thickness is scaled to standardized coefficients from path analysis to
illustrate the relative strength of effects.

Fig. 3. Mean (+SEM) (A) host size
and (B) hind tibia length of the
four dominant parasitoid species in
plots of the feral (black bars) and
domestic (white bars) Brassica. Num-
bers show sample sizes.

8 FEBRUARY 2008 VOL 319 SCIENCE www.sciencemag.org806

REPORTS



study indicates that changes in resource traits
influence food web diversity and complexity
by interacting with foraging biology (indicated
by size-dependent parasitism and sex alloca-
tion) of consumers across several trophic levels
through a cascade of density- and trait-mediated
effects (Fig. 2), with implications for food web
stability and ecosystem functioning.
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Biomechanical Energy Harvesting:
Generating Electricity During Walking
with Minimal User Effort
J. M. Donelan,1* Q. Li,1 V. Naing,1 J. A. Hoffer,1 D. J. Weber,2 A. D. Kuo3

We have developed a biomechanical energy harvester that generates electricity during human
walking with little extra effort. Unlike conventional human-powered generators that use
positive muscle work, our technology assists muscles in performing negative work, analogous to
regenerative braking in hybrid cars, where energy normally dissipated during braking drives a
generator instead. The energy harvester mounts at the knee and selectively engages power
generation at the end of the swing phase, thus assisting deceleration of the joint. Test subjects
walking with one device on each leg produced an average of 5 watts of electricity, which is
about 10 times that of shoe-mounted devices. The cost of harvesting—the additional
metabolic power required to produce 1 watt of electricity—is less than one-eighth
of that for conventional human power generation. Producing substantial electricity with little
extra effort makes this method well-suited for charging powered prosthetic limbs and other
portable medical devices.

Humans are a rich source of energy. An
average-sized person stores as much
energy in fat as a 1000-kg battery (1, 2).

People use muscle to convert this stored chem-
ical energy into positive mechanical work with
peak efficiencies of about 25% (3). This work
can be performed at a high rate, with 100 W
easily sustainable (1). Many devices take ad-
vantage of human power capacity to produce
electricity, including hand-crank generators as
well as wind-up flashlights, radios, and mobile

phone chargers (4). A limitation of these con-
ventional methods is that users must focus
their attention on power generation at the ex-
pense of other activities, typically resulting in
short bouts of generation. For electrical power
generation over longer durations, it would be
desirable to harvest energy from everyday ac-
tivities such as walking.

It is a challenge, however, to produce sub-
stantial electricity from walking. Most energy-
harvesting research has focused on generating
electricity from the compression of the shoe
sole, with the best devices generating 0.8 W (4).
A noteworthy departure is a spring-loaded back-
pack (5) that harnesses the vertical oscillations
of a 38-kg load to generate as much as 7.4 W
of electricity during fast walking. This device
has a markedly low “cost of harvesting” (COH),
a dimensionless quantity defined as the addi-

tional metabolic power in watts required to gen-
erate 1 W of electrical power

COH ¼ D metabolic power

D electrical power
ð1Þ

where D refers to the difference between walk-
ing while harvesting energy and walking while
carrying the device but without harvesting energy.
The COH for conventional power generation is
simply related to the efficiency with which (i)
the device converts mechanical work to elec-
tricity and (ii) muscles convert chemical energy
into positive work

COH for conventional
generation ¼ D metabolic power

D electrical power

¼ 1

device eff �muscle eff
ð2Þ

The backpack’s device efficiency is about 31%
(5), and muscle’s peak efficiency is about 25%
(3), yielding an expected COH of 12.9. But the
backpack’s actual COH of 4.8 ± 3.0 (mean ±
SD) is less than 40% of the expected amount. Its
economy appears to arise from reducing the
energy expenditure of walking with loads (6, 7).
No device has yet approached the power gener-
ation of the backpack without the need to carry
a heavy load.

We propose that a key feature of how hu-
mans walk may provide another means of eco-
nomical energy harvesting. Muscles cyclically
perform positive and negative mechanical work
within each stride (Fig. 1A) (8). Mechanical
work is required to redirect the body’s center
of mass between steps (9, 10) and simply to
move the legs back and forth (11, 12). Even
though the average mechanical work performed
on the body over an entire stride is zero,
walking exacts a metabolic cost because both
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positive and negative muscle work require meta-
bolic energy (3). Coupling a generator to leg
motion would generate electricity throughout
each cycle, increasing the load on the muscles
during acceleration but assisting them during
deceleration (Fig. 1B). Although generating elec-
tricity during the acceleration phase would exact
a substantial metabolic cost, doing so during the
deceleration phase would not, resulting in a
lower COH than for conventional generation.
An even lower COH could be achieved by se-
lectively engaging the generator only during de-
celeration (Fig. 1C), similar to how regenerative
braking generates power while decelerating a
hybrid car (13). Here, “generative braking”
produces electricity without requiring addi-
tional positive muscle power (14). If imple-
mented effectively, metabolic cost could be
about the same as that for normal walking, so
energy would be harvested with no extra user
effort (15).

We developed a wearable, knee-mounted
prototype energy harvester to test the generative-
braking concept (Fig. 2). Although other joints
might suffice, we focused on the knee because
it performs mostly negative work during walk-
ing (16). The harvester comprises an orthopedic
knee brace configured so that knee motion drives
a gear train through a one-way clutch, trans-
mitting only knee extension motion at speeds
suitable for a dc brushless motor that serves as
the generator (17). For convenient testing, gen-
erated electrical power is then dissipated with
a load resistor rather than being used to charge
a battery. The device efficiency, defined as the
ratio of the electrical power output to the me-
chanical power input, was empirically esti-
mated to be no greater than 63%, yielding an
estimated COH for conventional generation of
6.4 (Eq. 2). A potentiometer senses knee angle,
which is fed back to a computer controlling a
relay switch in series with the load resistor,
allowing the electrical load to be selectively
disconnected in real time. For generative brak-
ing, we programmed the harvester to engage
only during the end of the swing phase (Fig. 3),
producing electrical power while simultaneously
assisting the knee flexor muscles in decelerat-
ing the knee. We compared this mode against a
continuous-generation mode that harvests en-
ergy whenever the knee is extending (18). We
could also manually disengage the clutch and
completely decouple the gear train and gen-
erator from knee motion. This disengaged
mode served as a control condition to estimate
the metabolic cost of carrying the harvester
mass, independent of the cost of generating
electricity.

Energy-harvesting performance was tested
on six male subjects who wore a device on each
leg while walking on a treadmill at 1.5 m s−1.
We estimated metabolic cost using a standard
respirometry system and measured the electrical
power output of the generator (Fig. 3C). In the
continuous-generation mode (Fig. 4A), subjects

generated 7.0 ± 0.7 W of electricity with an
insignificant 18 ± 24 W (P = 0.07) increase in
metabolic cost over that of the control con-
dition (19). In the generative-braking mode
(Fig. 4B), subjects generated 4.8 ± 0.8 W of

electricity with an insignificant 5 ± 21 W in-
crease in metabolic cost as compared with that
of the control condition (P = 0.6). For context,
this electricity is sufficient to power 10 typical
cell phones simultaneously (5). The results dem-

Fig. 1. Theoretical advan-
tages of generative braking
during cyclic motion, com-
paring the back-and-forth
motion of the knee joint
without power generation
(A) against a generator oper-
ating continuously (B) and
against a generator operat-
ing only during braking (C).
Each column of plots shows
the rate of work performed
by muscles (work rate) and
the electricity (elect. power)
generated over time, as well
as the average metabolic
power expended by the hu-
man and the resulting aver-
age electrical power (ave.
power bar graphs). In (B) and
(C), work rate is compared
against that for (A), denoted
by dashed lines, and average
power is shown as the dif-
ference (D ave. power) with
respect to (A). COH is defined
as the ratio of the electrical
to metabolic D ave. powers.
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Fig. 2. Biomechanical energy harvester. (A) The device has an aluminum chassis (green) and generator
(blue) mounted on a customized orthopedic knee brace (red), totaling 1.6-kg mass, with one worn on
each leg. (B) The chassis contains a gear train that converts low velocity and high torque at the knee into
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onstrate that substantial electricity could be gen-
erated with minimal increase in user effort.

The corresponding COH values highlight the
advantage of generative braking (Fig. 4). Aver-
age COH in generative braking was only 0.7 ±
4.4; less than 1 W of metabolic power was re-
quired to generate 1 W of electricity. This is sig-
nificantly less than the COH of 6.4 expected for
conventional generation (P = 0.01). The COH in
continuous generation, 2.3 ± 3.0, was also signifi-
cantly lower than that for conventional generation
(P = 0.01), indicating that the former mode also
generated some of its electricity from the de-
celeration of the knee. The difference between
the two modes, 2.2 ± 0.7 W of electricity, came
at a difference in metabolic cost of 13 ± 12 W
(P = 0.05). A COH taken from the average ratio
of these differences yields 5.7 ± 6.2, which is
nearly the same as that expected of conventional
generation (P = 0.4). This indicates that con-
tinuous generation of power at the knee during
walking produces electricity partially by con-
ventional generation with a high COH and par-
tially by generative braking with a very low COH.
But generative braking, with less than one-eighth

the COH of conventional generation, benefits
almost entirely from the deceleration of the knee.

This preliminary demonstration could be im-
proved substantially. We constructed the proto-
type for convenient experimentation, leading to
a control condition about 20% more metaboli-
cally costly than normal walking: The disengaged-
clutch mode required an average metabolic power
of 366 ± 63 W as compared with 307 ± 64 W
for walking without wearing the devices. The
increase in cost is due mainly to the additional
mass and its location, because the lower a given
mass is placed, the more expensive it is to carry
(20, 21). Although the current increase in meta-
bolic cost is unacceptably high for most prac-
tical implementations, revisions to improve the
fit, weight, and efficiency of the device can not
only reduce the cost but also increase the gen-
erated electricity. A generator designed specifical-
ly for this application could have lower internal
losses and require a smaller, lighter gear train.
Commercially available gear trains can have
much lower friction and higher efficiency, in
more compact and lightweight forms. Relocat-
ing the device components higher would de-

crease the metabolic cost of carrying that mass.
A more refined device would also benefit from
a more form-fitting knee brace made out of a
more lightweight material such as carbon fiber.

Several potential applications are especially
suited for generative braking. These include light-
ing and communications needs for the quarter of
the world’s population who currently live with-
out electricity supply (22). Innovative prosthetic
knees and ankles use motors to assist walking,
but battery technology limits their power and
working time (23–25). Energy harvesters worn
on human joints may prove useful for powering
the robotic artificial joints. In implantable de-
vices, such as neurostimulators and drug pumps,
battery power limits device sophistication, and
battery replacement requires surgery (26). A fu-
ture energy harvester might be implanted along-
side such a device, perhaps in parallel with a
muscle, and use generative braking to provide
substantial power indefinitely. Generative brak-
ing might then find practical applications in forms
very different from that demonstrated here.
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Three-Dimensional Super-Resolution
Imaging by Stochastic Optical
Reconstruction Microscopy
Bo Huang,1,2 Wenqin Wang,3 Mark Bates,4 Xiaowei Zhuang1,2,3*

Recent advances in far-field fluorescence microscopy have led to substantial improvements in
image resolution, achieving a near-molecular resolution of 20 to 30 nanometers in the two lateral
dimensions. Three-dimensional (3D) nanoscale-resolution imaging, however, remains a challenge.
We demonstrated 3D stochastic optical reconstruction microscopy (STORM) by using optical
astigmatism to determine both axial and lateral positions of individual fluorophores with
nanometer accuracy. Iterative, stochastic activation of photoswitchable probes enables
high-precision 3D localization of each probe, and thus the construction of a 3D image, without
scanning the sample. Using this approach, we achieved an image resolution of 20 to 30
nanometers in the lateral dimensions and 50 to 60 nanometers in the axial dimension. This
development allowed us to resolve the 3D morphology of nanoscopic cellular structures.

Far-field optical microscopy offers three-
dimensional (3D) imaging of biological
specimens with minimal perturbation

and biomolecular specificity when combined
with fluorescent labeling. These advantages
make fluorescence microscopy one of the most
widely used imaging methods in biology. The
diffraction barrier, however, limits the imaging
resolution of conventional light microscopy to
200 to 300 nm in the lateral dimensions, leaving
many intracellular organelles and molecular
structures unresolvable. Recently, the diffraction
limit has been surpassed and lateral imaging
resolutions of 20 to 50 nm have been achieved
by several “super-resolution” far-field microsco-
py techniques, including stimulated emission
depletion (STED) and its related RESOLFT
(reversible saturable optically linear fluorescent
transitions) microscopy (1, 2); saturated struc-
tured illumination microscopy (SSIM) (3);
stochastic optical reconstruction microscopy

(STORM) (4, 5); photoactivated localization mi-
croscopy (PALM) (6, 7); and other methods
using similar principles (8–10).

Although these techniques have improved 2D
image resolution,most organelles and cellular struc-
tures cannot be resolved without high-resolution
imaging in all three dimensions. Three-dimensional
fluorescence imaging is most commonly per-
formed using confocal or multiphoton microsco-
py, the axial resolution of which is typically in the
range of 500 to 800 nm (11, 12). The axial imag-
ing resolution can be improved to roughly 100 nm
by 4Pi and I5M microscopy (13–15). Further-
more, an axial resolution as high as 30 to 50 nm
has been obtained with STED along the axial
direction using the 4Pi illumination geometry, but
the same imaging scheme does not provide super
resolution in the lateral dimensions (1).

Here, we demonstrate 3D STORM imag-
ing with a spatial resolution that is 10 times
better than the diffraction limit in all three di-
mensions without invoking sample or optical-
beam scanning. STORM and PALM rely on
single-molecule detection (16) and exploit the
photoswitchable nature of certain fluorophores
to temporally separate the otherwise spatially
overlapping images of numerous molecules,
thereby allowing the high-precision localiza-
tion of individual molecules (4–7, 9). Limited

only by the number of photons detected (17),
localization accuracies as high as 1 nm can be
achieved in the lateral dimensions for a single
fluorescent dye at ambient conditions (18). Not
only can the lateral position of a particle be de-
termined from the centroid of its image (19, 20),
the shape of the image also contains information
about the particle’s axial (z) position. Nanoscale
localization accuracy has been achieved in the z
dimension by introducing defocusing (21–24) or
astigmatism (25, 26) into the image, without
substantially compromising the lateral posi-
tioning capability.

In this work, we used the astigmatism
imaging method to achieve 3D STORM imag-
ing. To this end, a weak cylindrical lens was
introduced into the imaging path to create two
slightly different focal planes for the x and y
directions (Fig. 1A) (25, 26). As a result, the
ellipticity and orientation of a fluorophore’s
image varied as its position changed in z (Fig.
1A): When the fluorophore was in the average
focal plane [approximately halfway between the
x and y focal planes where the point spread
function (PSF) has equal widths in the x and y
directions], the image appeared round; when the
fluorophore was above the average focal plane,
its image was more focused in the y direction
than in the x direction and thus appeared
ellipsoidal with its long axis along x; conversely,
when the fluorophore was below the average
focal plane, the image appeared ellipsoidal with
its long axis along y. By fitting the image with a
2D elliptical Gaussian function, we obtained the
x and y coordinates of the peak position as well
as the peak widths wx and wy, which in turn
allowed the z coordinate of the fluorophore to
be unambiguously determined.

To experimentally generate a calibration curve
of wx and wy as a function of z, we immobilized
Alexa 647–labeled streptavidinmolecules or quan-
tum dots on a glass surface and imaged individ-
ual molecules to determine the wx and wy values
as the sample was scanned in z (Fig. 1B). In 3D
STORM analysis, the z coordinate of each photo-
activated fluorophorewas then determined by com-
paring themeasuredwx andwy values of its image
with the calibration curves. In addition, for sam-
ples immersed in aqueous solution on a glass sub-
strate, all z localizations were rescaled by a factor
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of 0.79 to account for the refractive index mis-
match between glass and water [see (27) for a
detailed description of the analysis procedures].

The 3D resolution of STORM is limited by
the accuracy with which individual photoacti-
vated fluorophores can be localized in all three
dimensions during a switching cycle. We re-

cently discovered a family of photoswitchable
cyanine dyes (Cy5, Cy5.5, Cy7, and Alexa 647)
that can be reversibly cycled between a fluo-
rescent and a dark state by light of different
wavelengths. The reactivation efficiency of these
photoswitchable “reporters” depends critically on
the proximity of an “activator” dye, which can

be any one of a variety of dye molecules (e.g.,
Cy3, Cy2, Alexa 405) (5, 28). We used Cy3 and
Alexa 647 as the activator and reporter pair to
perform 3D STORM imaging. A red laser (657
nm) was used to image Alexa 647 molecules
and deactivate them to the dark state; a green
laser (532 nm) was used to reactivate Alexa 647

Fig. 1. The scheme of 3D STORM. (A) Three-
dimensional localization of individual fluoro-
phores. The simplified optical diagram illustrates
the principle of determining the z coordinate of a
fluorescent object from the ellipticity of its image
by introducing a cylindrical lens into the imaging
path. The right panel shows images of a fluo-
rophore at various z positions. EMCCD, electron-
multiplying charge-coupled device. (B) Calibration
curve of image widths wx and wy as a function of z
obtained from single Alexa 647 molecules. Each
data point represents the average value obtained
from six molecules. The data were fit to a de-
focusing function (red curve) as described in (27).
(C) Three-dimensional localization distribution of
single molecules. Each molecule gives a cluster of
localizations due to repetitive activation of the
same molecule. Localizations from 145 clusters
were aligned by their center of mass to generate
the overall 3D presentation of the localization
distribution (left panel). Histograms of the
distribution in x, y, and z (right panels) were fit
to a Gaussian function, yielding standard devia-
tions of 9 nm in x, 11 nm in y, and 22 nm in z.
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Fig. 2. Three-dimensional STORM imaging of
microtubules in a cell. (A) Conventional indirect
immunofluorescence image of microtubules in a
large area of a BS-C-1 cell. (B) The 3D STORM
image of the same area, with the z-position
information color-coded according to the color
scale bar. Each localization is depicted in the
STORM image as a Gaussian peak, the width of
which is determined by the number of photons
detected (5). (C to E) The x-y, x-z, and y-z cross
sections of a small region of the cell outlined by
the white box in (B), showing five microtubule
filaments. Movie S1 shows the 3D representa-
tion of this region, with the viewing angle
rotated to show different perspectives (27). (F)
The z profile of two microtubules crossing in the
x-y projection but separated by 102 nm in z,
from a region indicated by the arrow in (B). The
histogram shows the distribution of z coor-
dinates of the localizations, fit to two Gaussians
with identical widths (FWHM = 66 nm) and a
separation of 102 nm (red curve). The apparent
width of 66 nm agrees quantitatively with the
convolution of our imaging resolution in z
(represented by a Gaussian function with FWHM
of 55 nm) and the previously measured width of
antibody-coated microtubules (represented by a
uniform distribution with a width of 56 nm) (5).
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in a Cy3-dependent manner (5, 28). Each
activator-reporter pair could be cycled on and
off hundreds of times before permanent photo-
bleaching occurred. An average of 6000
photons were detected per switching cycle by
means of objective-type total internal reflection
fluorescence or epifluorescence imaging ge-
ometry. This reversible switching behavior
provided an internal control to measure the
localization accuracy. To this end, we immobi-
lized streptavidin molecules doubly labeled with
Cy3 and Alexa 647 on a glass surface (27). The
molecules were then switched on and off for
multiple cycles, and their x, y, and z coordinates
were determined for each switching cycle (27).
This procedure resulted in a cluster of local-
izations for each molecule (Fig. 1C). The
standard deviations of the localization dis-
tribution obtained within 100 nm of the average
focal plane were 9 nm in x, 11 nm in y, and 22
nm in z, and the corresponding full width at half
maximum (FWHM) values were 21 nm, 26 nm,
and 52 nm, providing a quantitative measure of
the localization accuracy in 3D (Fig. 1C). The
localization accuracies in the two lateral dimen-
sions were similar to our previous 2D STORM
resolution obtained without the cylindrical lens

(5). The localization accuracy in z was approx-
imately twice the localization accuracy mea-
sured in x and y. Because the image width
increases as the fluorophore moves away from
the focal plane, the localization accuracy de-
creases with increasing absolute values of z,
especially in the lateral dimensions. Therefore,
we typically chose a z imaging depth of about
600 nm near the focal plane, within which the
lateral and axial localization accuracies varied
by factors of <1.6 and <1.3, respectively, rela-
tive to the values obtained at the average focal
plane. The imaging depth may, however, be
increased by the use of z scanning in future
experiments.

As an initial test of 3D STORM, we imaged
a model bead sample prepared by immobilizing
200-nm biotinylated polystyrene beads on a
glass surface and then incubating the sample
with Cy3- and Alexa 647–labeled streptavidin
to coat the beads with photoswitchable probes
(27). Three-dimensional STORM images of the
beads were obtained by iterative, stochastic
activation of sparse subsets of optically resolv-
able Alexa 647 molecules, allowing the x, y, and
z coordinates of individual molecules to be
determined. Over the course of multiple activa-

tion cycles, the positions of numerous fluoro-
phores were determined and used to construct a
full 3D image (27). The projections of the bead
images appeared approximately spherical when
viewed along all three directions, with average
diameters of 210 ± 16, 225 ± 25, and 228 ± 25
nm in x, y, and z, respectively (fig. S1) (27),
indicating accurate localization in all three
dimensions. Because the image of each fluo-
rophore simultaneously encodes its x, y, and z
coordinates, no additional time was required to
localize each molecule in 3D STORM as com-
pared with 2D STORM imaging.

Applying 3D STORM to cell imaging, we
next performed indirect immunofluorescence
imaging of the microtubule network in green
monkey kidney epithelial (BS-C-1) cells. Cells
were immunostained with primary antibodies
and then with secondary antibodies doubly la-
beled with Cy3 and Alexa 647 (27). The 3D
STORM image not only showed a substantial
improvement in resolution over the conventional
wide-field fluorescence image (Fig. 2, A and B),
but also provided the z-dimension information
(color-coded in Fig. 2B) that was not available
in the conventional image. Multiple layers of
microtubule filaments were clearly visible in the
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Fig. 3. Three-dimensional STORM imaging of clathrin-coated pits in a cell.
(A) Conventional direct immunofluorescence image of clathrin in a region of a
BS-C-1 cell. (B) The 2D STORM image of the same area, with all localizations at
different z positions included. (C) An x-y cross section (50 nm thick in z) of the
same area, showing the ring-like structure of the periphery of the CCPs at the

plasmamembrane. (D and E) Magnified view of two nearby CCPs in 2D STORM
(D) and their x-y cross section (100 nm thick) in the 3D image (E). (F to H)
Serial x-y cross sections (each 50 nm thick in z) (F) and x-z cross sections (each
50 nm thick in y) (G) of a CCP, and an x-y and x-z cross section presented in 3D
perspective (H), showing the half-spherical cage-like structure of the pit.
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x-y, x-z, and y-z cross sections of the cell (Fig. 2,
C to E, and movie S1) (27).

To characterize our cell imaging resolution
more quantitatively, we identified point-like ob-
jects in the cell that appeared as small clusters of
localizations away from any discernible micro-
tubule filaments. These clusters likely represent
individual antibodies nonspecifically attached to
the cell. The FWHM values of these clusters,
which were randomly chosen over the entire
measured z-range of the cell, were 22 nm in x,
28 nm in y, and 55 nm in z (fig. S2) (27), similar
to those determined for individual molecules
immobilized on a glass surface (compare fig. S2
with Fig. 1C). Two microtubule filaments sep-
arated by 100 nm in z appeared well separated
in the 3D STORM image (Fig. 2F). The appar-
ent width of the microtubule filaments in the
z dimension was 66 nm, slightly larger than our
intrinsic imaging resolution in z and in quanti-
tative agreement with the convolution of the
imaging resolution and the independently mea-
sured width of the antibody-coated microtubule
(Fig. 2F). Because the effective resolution is
determined by a combination of the intrinsic
imaging resolution (as characterized above) and
the size of the labels (e.g., antibodies), improved
resolution may be achieved by using direct im-
munofluorescence to remove one layer of anti-
body labeling, as we show in the next example,
or by using Fab fragments or genetically encoded
peptide tags (29, 30) in place of antibodies.

Finally, to demonstrate that 3D STORM can
resolve the 3D morphology of nanoscopic struc-
tures in cells,we imaged clathrin-coatedpits (CCPs)
in BS-C-1 cells. CCPs are spherical cage-like struc-
tures, about 150 to 200 nm in size, assembled from
clathrin and cofactors on the cytoplasmic side of
the cell membrane to facilitate endocytosis (31).
To image CCPs, we adopted a direct immunofluo-

rescence scheme using primary antibodies
against clathrin doubly labeled with Cy3 and
Alexa 647 (27). When imaged by conventional
fluorescence microscopy, all CCPs appeared as
nearly diffraction-limited spots with no discern-
ible structure (Fig. 3A). In 2D STORM images in
which the z-dimension information was dis-
carded, the round shape of CCPs was clearly
seen (Fig. 3, B and D). The size distribution of
CCPs measured from the 2D projection image,
180 ± 40 nm, agrees quantitatively with the size
distribution determined using electron microsco-
py (EM) (32). Including the z-dimension
information allowed us to clearly visualize the
3D structure of the pits (Fig. 3, C and E to H).
Figures 3C and 3E show the x-y cross sections of
the image, taken from a region near the opening
of the pits at the cell surface. The circular ring-
like structure of the pit periphery was unambig-
uously resolved. Consecutive x-y and x-z cross
sections of the pits (Fig. 3, F to H) clearly revealed
the half-spherical cage-like morphology of these
nanoscopic structures that was not observable in
the 2D images. These experiments demonstrate the
ability of 3D STORM to resolve nanoscopic
features of cellular structures with molecular
specificity under ambient conditions.
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An Association Between the Kinship
and Fertility of Human Couples
Agnar Helgason,1,2* Snæbjörn Pálsson,1,3 Daníel F. Guðbjartsson,1
Þórður Kristjánsson,1 Kári Stefánsson1,4

Previous studies have reported that related human couples tend to produce more children than
unrelated couples but have been unable to determine whether this difference is biological or
stems from socioeconomic variables. Our results, drawn from all known couples of the
Icelandic population born between 1800 and 1965, show a significant positive association
between kinship and fertility, with the greatest reproductive success observed for couples related at
the level of third and fourth cousins. Owing to the relative socioeconomic homogeneity of
Icelanders, and the observation of highly significant differences in the fertility of couples
separated by very fine intervals of kinship, we conclude that this association is likely to have a
biological basis.

There has been long-standing uncertainty
about the impact of kinship or consan-
guinity between spouses on the total num-

ber of offspring they produce (completed fertility).

Consanguineous unions among humans increase
the probability of a zygote receiving the same
deleterious recessive alleles from both parents,
with a possible adverse effect on fertility through

an increased rate of miscarriage, infant mortality,
and morbidity (1–3). Conversely, consanguin-
eous unions may confer greater completed
fertility through earlier age at marriage, as well
as the socioeconomic advantages associated with
preserving land and wealth within extended
families. (4, 5). In other species, lower fitness
has been observed in offspring of distantly re-
lated individuals, which appears to be a result of
the breakdown of coadapted gene complexes (6).

Previous studies examining the relationship
between kinship and fertility in humans have fo-
cused on relatively close relationships between
couples, rarely evaluating relationships more dis-
tant than second cousins (who share two great-
grandparents) (4). Such studies have tended to be
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performed in populations with relatively high
rates of consanguineous marriages, such as those
of India, Pakistan, and the Middle East (4, 7–9);
however, these populations also tend to be char-
acterized by large socioeconomic disparities.

To explore the relationship between fertil-
ity and kinship in humans, we examined 160,811
Icelandic couples from the deCODE Genetics
genealogical database born between 1800 and
1965 (10). The advantage of using the Icelandic
data set lies in this population being small and
one of the most socioeconomically and culturally
homogeneous societies in the world (11), with
little variation in family size, use of contracep-
tives, and marriage practices (12), in contrast with
most previously studied populations (4, 7–9). By
estimating kinship based on a depth of up to 10
generations from each couple, we were able to
assess differences in fertility across a fine scale of
kinship values. Our data indicated that there has
been a decrease by a factor of 10 in mean kinship
between Icelandic couples during the past two
centuries, from 0.005 for couples with females
born 1800 to 1824 to 0.0005 for those born 1950
to 1965 (Table 1). This is equivalent to a change
from couples being related on average between
the level of third and fourth cousins to couples
being related on average at the level of fifth
cousins. The primary cause is probably a demo-
graphic transition from a poor agricultural society
to an affluent industrial society, involving exten-
sive migration from rural regions to urban centers,
accompanied by a rapid expansion in population
size (13). The outcome of this transition is an
expansion of the pool of potential mates for con-
temporary Icelanders, particularly those who are
distantly related. Typically, this kind of demographic
transition results in a drop in the average number
of children per couple with time (Table 1). How-
ever, this relationship is not monotonic for the
Icelandic data (fig. S1). To compare the kinship
and fertility of couples born between 1800 and
1965, we standardized the variables documenting
kinship, the number of children per couple, and
other measures of reproductive success (10).

A monotonic positive relationship was ob-
served between the degree of kinship among
spouses and the number of children they pro-
duced (Fig. 1A). Furthermore, the reproductive
success of the couples, as reflected by the number
of their children who reproduced (Fig. 1B), fol-
lowed an n-shaped curve from the relatively low
reproductive success of couples related at the level
of second cousins or closer, to the maximum for
couples related at the level of third and fourth
cousins, after which there is a steady decrease in
reproductive success with diminishing kinship be-
tween spouses. A similar picture emerges when
the number of grandchildren per couple is ex-
amined (Fig. 1C).

These results are based on couples born dur-
ing a period of almost 200 years, in the course of
which there was a marked decline both in the
mean fertility and in kinship between couples
(Table 1). Nonetheless, the same general relation-
ship between kinship and reproductive outcome
was observed within each 25-year subinterval
(fig. S2). We evaluated the correlation between
the standardized variables of kinship and repro-
ductive outcome for all couples and for each time
interval separately (Table 2), adjusting for the
impact of geographical differences in the kinship
and fertility of couples within Iceland (10). Each
test revealed a significant association with kinship,
with correlation coefficients of 0.063 (P = 1.5 ×
10−129) for the number of children, 0.045 (P =
3.6 × 10−66) for the number of children who
reproduced, and 0.042 (P = 7.6 × 10−58) for the
number of grandchildren. To assess the potential
impact of qF (the amount of information avail-
able to calculate the kinship coefficient, F, for
each couple) on the key variables of kinship and
reproductive outcome, we also performed the
correlation analyses for the subset of 112,683
couples for whom all ancestors are known four
generations back in time (Table 2). Almost iden-
tical results were obtained for couples born after
1850. For couples born before 1850, the associa-
tion with fertility was statistically significant, but
not with the two indicators of reproductive suc-

cess (i.e., children and grandchildren), primarily
because somany coupleswith incompletely known
ancestral genealogies had to be omitted from the
analysis.

Although the general pattern is one of both
greater fertility and reproductive success with
increasing kinship between spouses, there was a
notable deficit in the reproductive success of
couples related at the level of second cousins or
closer (Fig. 1, B and C). Figure 1D shows that
this deficit was partly accounted for by a shorter
average life span of children produced by such
couples (see also fig. S3). However, because
there was still a strong monotonic relationship
between kinship and fertility of couples when we
restricted analysis to the number of children who
survived to the age of 30 years, the lower re-
productive success of the most related couples
may also stem from greater morbidity or mortal-
ity of their offspring during adulthood (fig. S4).
We do not find evidence for a sex difference in
such reproductive costs among offspring (fig. S5).

Although Icelanders have experienced a socio-
economic transformation from 1800 to the present
(14, 15), accompanied by a reduction in family
size and decreasing kinship between couples
(Table 1), essentially the same relationship be-
tween kinship and fertility was observed at the
beginning and end of this 200-year period (fig. S2).
By estimating kinship between spouses at a gene-
alogical depth of up to 10 generations, it was
possible to examine the association with fertility
and reproductive success at a very fine scale. Thus,
for example, there is a statistically significant dif-
ference in the number of children produced by
couples related at the level of sixth versus seventh
cousins (P = 1.4 × 10−7). Relationships at this
genealogical distance are rarely known to the cou-
ples or their families and acquaintances in their
social environment and are unlikely to influence
factors such as age at the commencement of
reproduction or the practice of consanguineous
unions to preserve family property (4, 16).

Although some interaction of fertility and
kinship with socioeconomic factors cannot be

Table 1. A summary of kinship and fertility in 25-year intervals from 1800 to 1965. Shown are descriptive statistics for kinship coefficients and three
variables that reflect the completed fertility (the total number of offspring) and reproductive success (the total number of children who reproduce and
the total number of grandchildren) of the couples.

All couples Couples with qF > 0

Birth year
of female

N Mean qF
(SE)*

Mean number of
offspring per
couple (SE)

Mean number of
offspring that reproduce

per couple (SE)

Mean number of
grandchildren per

couple (SE)

N Mean kinship F ×
1000 (25–75
percentiles)

1800–1824 8,673 0.426 (0.0021) 3.610 (0.0359) 1.765 (0.0195) 7.901 (0.1051) 8,362 4.93 (0.004–1.012)
1825–1849 14,338 0.514 (0.0013) 3.468 (0.0254) 1.639 (0.0146) 7.384 (0.0768) 14,109 5.45 (0.029–1.195)
1850–1874 15,863 0.606 (0.0011) 3.221 (0.0234) 1.749 (0.0157) 7.193 (0.0733) 15,575 4.76 (0.054–1.257)
1875–1899 16,691 0.672 (0.0012) 3.392 (0.0231) 2.430 (0.0180) 9.053 (0.0758) 16,268 3.70 (0.043–1.050)
1900–1924 24,732 0.721 (0.0011) 2.791 (0.0143) 2.360 (0.0127) 7.467 (0.0450) 23,799 2.01 (0.024–0.562)
1925–1949 39,635 0.759 (0.0010) 2.547 (0.0087) 1.996 (0.0083) 4.983 (0.0237) 37,762 0.82 (0.022–0.336)
1950–1965 40,879 0.782 (0.0012) 2.004 (0.0058) 0.501 (0.0038) 0.864 (0.0075) 38,336 0.50 (0.033–0.306)
Total 160,811 0.695 (0.0005) 2.740 (0.0058) 1.648 (0.0046) 5.330 (0.0182) 154,211 2.22 (0.029–0.526)
*qF is a weighted measure of the genealogical information available to calculate the kinship of couples, with values between 0 (when at least one spouse has no known ancestor) and 1 (when all
ancestors are known for both spouses). See (10) for more details.
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ruled out, our results support the hypothesis that
the positive association between kinship and
fertility has a basis in reproductive biology. A
positive relationship between kinship and repro-
ductive success seems counterintuitive from an
evolutionary perspective. We did find some evi-
dence of a reproductive cost borne by offspring of
parents related at the degree of second cousins or
closer. Strikingly, however, our results show that

couples related at the degree of third to fourth
cousins exhibited the greatest reproductive success.

The formation of densely populated urban
regions that offer a large selection of distantly
related potential spouses is a new situation for
humans in evolutionary terms.We note that if the
relationship between kinship and fertility has a
basis in human reproductive biology, then it fol-
lows that the kind of demographic transition re-

cently experienced by the Icelandic population
could directly contribute to the slowing of popu-
lation growth elsewhere through the relative in-
crease of distantly related couples.
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tween kinship and reproduc-
tion among Icelandic couples.
The four panels show means
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vals of standardized variables
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vals of kinship. (A) shows the
total number of children, (B)
the number of children who
reproduced, (C) the number
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mean life expectancy of chil-
dren. The first interval of
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related at the level of second
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up to the level of eighth
cousins.
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Mutations in the Pericentrin (PCNT )
Gene Cause Primordial Dwarfism
Anita Rauch,1* Christian T. Thiel,1 Detlev Schindler,2 Ursula Wick,1 Yanick J. Crow,3 Arif B. Ekici,1
Anthonie J. van Essen,4 Timm O. Goecke,5 Lihadh Al-Gazali,6 Krystyna H. Chrzanowska,7
Christiane Zweier,1 Han G. Brunner,8 Kristin Becker,9 Cynthia J. Curry,10 Bruno Dallapiccola,11
Koenraad Devriendt,12 Arnd Dörfler,13 Esther Kinning,14 André Megarbane,15 Peter Meinecke,16
Robert K. Semple,17 Stephanie Spranger,18 Annick Toutain,19 Richard C. Trembath,20 Egbert Voss,21
LouiseWilson,22 Raoul Hennekam,22,23,24 Francis de Zegher,25 Helmuth-Günther Dörr,26 André Reis1

Fundamental processes influencing human growth can be revealed by studying extreme short
stature. Using genetic linkage analysis, we find that biallelic loss-of-function mutations in the
centrosomal pericentrin (PCNT) gene on chromosome 21q22.3 cause microcephalic osteodysplastic
primordial dwarfism type II (MOPD II) in 25 patients. Adults with this rare inherited condition
have an average height of 100 centimeters and a brain size comparable to that of a 3-month-old
baby, but are of near-normal intelligence. Absence of PCNT results in disorganized mitotic spindles
and missegregation of chromosomes. Mutations in related genes are known to cause primary
microcephaly (MCPH1, CDK5RAP2, ASPM, and CENPJ).

The growth of an individual depends on
regulation of cell size and cell division.
Dysfunction of these regulatory pathways

not only results in somatic undergrowth but con-
tributes to a wide variety of pathological con-
ditions, including cancer and diabetes (1). To
identify potential regulators of human growth, we
used positional cloning to determine the under-
lying defect in a rare autosomal recessive dis-
order characterized by extreme pre- and postnatal
growth retardation, namely, microcephalic osteo-
dysplastic primordial dwarfism type Majewski II
[MOPD II, Mendelian Inheritance in Man (MIM)
210720].

Individuals with MOPD II have an average
birth weight of less than 1500 g at term, an adult
height of about 100 cm, and a variety of asso-
ciated bone and dental anomalies (Fig. 1) (2, 3).
Despite the small head size (average postpubertal
head circumference of 40 cm), brain develop-
ment appears grossly normal with only a few
individuals displaying serious mental retarda-
tion, a feature that sets MOPD II apart from
primary microcephaly and Seckel syndrome.
Far-sightedness, irregular pigmentation, truncal
obesity, and type 2 diabetes with onset at or
before puberty have been noted in older indi-
viduals with MOPD II, and life expectancy is
reduced because of a high risk of stroke second-

ary to cerebral vascular anomalies, often clas-
sified as Moyamoya disease (2, 4). Although
these features led investigators to hypothesize
thatMOPD II is a premature aging syndrome (5),
we found no evidence of accelerated telomeric
shortening as a potential cellular explanation of
premature aging in lymphocyte samples of two
unrelated female patients with MOPD II (P1 and
P2) (fig. S1) (6). MOPD II patients do not show
an enhanced predisposition to cancer; consistent
with this, patient lymphocytes did not show an
increased frequency of sister chromatid exchange
(table S1), as would be indicative of a defect in
DNA repair, and typical of another syndrome
associated with significant short stature, namely,
Bloom syndrome (MIM 210900).

Consanguinity in the respective parents of the
two unrelated female patients P1 and P2 presented
the possibility of locating a MOPD II locus by
homozygosity mapping (6, 7) (Fig. 2A). This
approach allows the identification of an autosomal
recessive disease locus by tracking its segrega-
tion within a common chromosomal segment
that originates from a shared recent ancestor and
is transmitted through both parents. Genome-
wide linkage analysis using polymorphic short
tandem repeat markers revealed a single disease
locus on chromosome 21q22.3. When a third
consanguineous family was included, a maximum

lod (logarithm of the odds ratio for linkage) score
of 3.7 was obtained at marker D21S1446 (Fig. 2
and fig. S2), confirming linkage to this locus. The
linked region encompasses 4.6 megabases at the
distal end of chromosome 21 and contains the
pericentrin (PCNT) gene, which we considered a
suitable candidate gene because of its postulated
role in chromosome segregation. Mutational anal-
ysis of the 47 exons of PCNT in 25 unrelated
patients with a clinical diagnosis of MOPD II,
including those from the three linked families, re-
vealed homozygous and compound heterozygous

1Institute of Human Genetics, University Hospital Erlangen,
Friedrich-Alexander University Erlangen-Nuremberg, Erlangen,
Germany. 2Department of Human Genetics, University of
Würzburg, Würzburg, Germany. 3Leeds Institute of Molecular
Medicine, St. James's University Hospital, Leeds, UK. 4De-
partment of Genetics, University Medical Center Groningen,
University of Groningen, Groningen, Netherlands. 5Institut für
Humangenetik und Anthropologie, Heinrich-Heine-Universität,
Düsseldorf, Germany. 6Faculty of Medicine, United Arab
Emirates University, Al-Ain, UAE. 7Department of Medical
Genetics, the Children’s Memorial Health Institute, Warsaw,
Poland. 8Department of Human Genetics, Nijmegen Centre
for Molecular Life Sciences, Radboud University, Nijmegen
Medical Centre, Netherlands. 9North Wales Clinical Genetics
Service, Glan Clwyd Hospital, Rhyl, and Institute of Medical
Genetics, University Hospital of Wales, Cardiff, UK. 10Genetic
Medicine Central California, Fresno, and University of Califor-
nia, San Francisco, CA, USA. 11IRCCS-CSS, San Giovanni
Rotondo and CSS-Mendel Institute, Rome, and Department of
Experimental Medicine and Pathology, University of Rome La
Sapienza, Rome, Italy. 12Centre for Human-Genetics, Uni-
versity of Leuven, Leuven, Belgium. 13Department of Neuro-
radiology, University Hospital Erlangen, Friedrich-Alexander
University Erlangen-Nuremberg, Erlangen, Germany. 14De-
partment of Clinical Genetics, Leicester Royal Infirmary, Leicester,
UK. 15Unité de Génétique Médicale, Faculté de Médecine,
Université Saint-Joseph, Beirut, Lebanon. 16Abteilung für
Medizinische Genetik, Altonaer Kinderkrankenhaus, Hamburg,
Germany. 17Department of Clinical Biochemistry, University of
Cambridge, Addenbrooke's Hospital, Cambridge, UK. 18Praxis
fuer Humangenetik, Bremen, Germany. 19Department of
Genetics, Bretonneau University Hospital, Tours, France.
20Department of Medical and Molecular Genetics, School of
Medicine, King’s College London, UK. 21Cnopf’s Pediatric
Hospital, Nuremberg, Germany. 22Department of Clinical
Genetics, Great Ormond Street Hospital for Children, London,
UK. 23Clinical and Molecular Genetics Unit, Institute of Child
Health, University College London, London, UK. 24Department
of Paediatrics, University of Amsterdam, Amsterdam, Nether-
lands. 25Department of Woman and Child, University of
Leuven, Leuven, Belgium. 26Department of Pediatrics and
Adolescent Medicine, Friedrich-Alexander-University Erlangen-
Nuremberg, Erlangen, Germany.

*To whom correspondence should be addressed. E-mail:
Anita.Rauch@humgenet.uni-erlangen.de

8 FEBRUARY 2008 VOL 319 SCIENCE www.sciencemag.org816

REPORTS



Fig. 1. Phenotype of
MOPD II patients. (A)
P18 at age 8 years 3
months with a height of
84 cm corresponding to
a normal size for a fe-
male infant aged 1 year
3 months; (B and E) P1
at age 8 years 8 months
with a height of 85 cm;
(C and F) P2 at age 12
years 6 months with a
height of 95 cm and at
age 14 years with a
height of 96 cm (D) cor-
responding to a normal
size for a female aged 3
years. Note short lower
arms especially in P18,
mild truncal obesity
and premature puberty
in P1, significant facial
asymmetry in P2 (D),
and absence of a slop-
ing forehead typical of
microcephaly syndromes.
All three patients dem-
onstrate a long nose with
prominent tip and hypo-
plastic alae and small mandible described as typical for patients with MOPD II.
(G and H) X-ray and an image of the dorsum of the left hand of patient P2
showing generalized brachydactyly with diaphyseal constriction (overmodeling)

of metacarpals and phalanges, as well as abnormal flat shape of the distal
radius and ulna epiphyses. (I and J) Hypoplasia and partial agenesis of teeth
from patient P2, enamel hypoplasia in teeth from patient P18.
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Fig. 2. Pedigrees used for linkage analysis and the
respective homozygous mutations identified in PCNT. (A)
Families 1 and 2 were used for the whole-genome scan;
families 1, 2, and 15 were used for fine mapping.
Individuals marked with asterisks were included in the
linkage analysis. (B) Western blot analysis of lymphoblast-
oid cell lines from MOPD II patients P18 and P6, the
parents of P18 (F18, father, and M18, mother), and normal
controls (C1 to C3). Note the undetectable PCNT (370 kD)
in P18 and P6 and reduction of protein level in both
parents. *SeeBluePlus2 Prestained standard (Invitrogen,
Carlsbad, CA).
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null mutations distributed throughout the gene in
all patients (table S2 and Fig. 2A). We observed a
total of 29 different mutations consisting of 12 stop
mutations and 17 frameshift mutations (4 splice-
site mutations, 2 small insertions, 10 small dele-
tions, 1 exon deletion). Two mutations occurred
twice in unrelated patients, namely, R1923X, in
patients P3 and P4, and c.841_842insG in patients
P11 and P13. R1923X occurred independently
twice, as the respective PCNT haplotypes differed
in a total of 24 single-nucleotide polymorphisms,
whereas c.841_842insG appears to have been
transmitted through an unknown common an-
cestor in patients P11 and P13 (both of Turkish
origin), because these patients were identical for
all polymorphic sites identified within the PCNT
genomic region. In contrast, 17 patients with a
clinical diagnosis of MOPD I or III, Seckel syn-
drome, or unclassified growth retardation syn-
dromes showed no PCNT mutations. Absence of
the PCNT protein (also known as kendrin, PCNT2,
or PCNTB) was confirmed by Western blot anal-
ysis of lymphoblastoid cell lines from patients
P18 and P6 (Fig. 2B). It is noteworthy that both
investigated heterozygous parents of patient 18

showed reduced protein levels in lymphoblasts.
This might explain our finding of significant re-
duction of the mean height of heterozygous
MOPD II parents (table S3). PCNT is apparently
not sensitive to gene dosage alterations, because
mRNA levels were normal in patients with either
monosomy or trisomy of the PCNT locus (fig.
S3A). MOPD II patients showed either normal
or variably diminished mRNA levels (fig. S3B),
most likely due to varying degrees of nonsense-
mediated mRNA decay resulting from pretransla-
tional mRNA surveillance mechanisms (8). Our
findings thus characterize MOPD II as a distinct
clinical entity caused by biallelic loss-of-function
mutations in PCNT. Given that all PCNT muta-
tions observed in MOPD II patients are mutations
leading to a loss of functional protein, it remains to
be determined whether PCNTmissense variants are
associated with incomplete or distinct phenotypes.

PCNT is a giant coiled-coil protein (~370 kD)
that localizes specifically to centrosomes through-
out the cell cycle (9). The centrosome is a cell
component that organizes cytoplasmic organelles
and primary cilia in interphase cells, and mitotic
spindle microtubules to ensure proper chromo-

some segregation during cell division (10). PCNT
and AKAP9 (A kinase anchor protein 9; for-
merly known as CG-NAP) share a highly re-
lated C-terminal calmodulin-binding domain and
mediate, in a noncompensating manner, nuclea-
tion of microtubules by anchoring the g-tubulin
ring complex, which initiates the assembly of the
mitotic spindle apparatus (9, 11, 12). Pericentrin
and AKAP9 are orthologs of the yeast Spc110
protein, whose absence causes defective spindle
formation and results in a lethal failure to segre-
gate chromosomes in the budding yeast (13, 14).
Programmed cell death (apoptosis) after activa-
tion of mitotic checkpoints and arrest of cells in
G2 phase–to-mitosis transition was shown in
some, but not all, vertebrate cell lines depleted
of PCNT by small interfering RNA (12). It is
likely that pericentrin-depleted human cells are
more susceptible to death because of defective
mitosis and chromosome segregation. This would
result in a decrease in total cellularity of the em-
bryo and growth restriction in the adult. In accord
with this hypothesis, we observed abnormal mi-
totic morphology in 71% of MOPD II fibroblast
cells (Fig. 3), together with low-level mosaic var-
iegated aneuploidy (MVA) and premature sister
chromatid separation (PCS) (fig. S4 and table S4).
As suggested for the centrosome in general, our
findings would indicate an additional role of
PCNT in the spindle assembly checkpoint, in the
absence of which cells do not arrest in metaphase
but prematurely separate sister chromatids and then
exit mitosis (15). PCS and MVA, at higher rates
than we observed in MOPD II cells, are char-
acteristic of individuals with MVA syndrome
(MIM 257300) characterized by cancer suscepti-
bility, growth retardation of intrauterine onset, and
microcephaly because of homozygous mutations in
the gene encoding BUBR1, a protein, which is
known to be involved in the mitotic spindle
checkpoint and the initiation of apoptosis in
polyploidy cells (16).

Although the precise pathogenic mechanisms
involved remain unclear, it is noteworthy that mu-
tations in centrosomal and mitotic spindle–related
genes have now been identified in three forms of
primary microcephaly (CDK5RAP2: MCPH3,
MIM 604804; ASPM: MCPH5, MIM 608716;
CENPJ: MCPH6, MIM 608393). In addition, bi-
allelic mutations in MCPH1, which functions in
the regulation of chromosome condensation, have
been reported in primary microcephaly with mental
retardation and short stature (MIM 606858).

There is an ongoing debate as to whether the
Late Pleistocene hominid fossils from the island
of Flores, Indonesia, represent a diminutive, small-
brained new species, Homo floresiensis, or patho-
logical modern humans (17–28). We note that
individuals with MOPD II have several features
in common with Homo floresiensis, including an
adult height of 100 cm, grossly normal intelligence
despite severely restricted brain size, absence of a
sloping microcephalic morphology, and a number
of minor morphological features including facial
asymmetry, small chin, abnormal teeth, and subtle

Fig. 3. Abnormal mitotic morphology of patient fibroblasts. Immunofluorescence images of fibroblast
cells with antibodies against PCNT (red) and a-tubulin (green), and 4′,6′-diamidino-2-phenylindole
(DAPI) staining of chromosomes (blue). (A to D) Representative morphology of fibroblasts from a
healthy individual during (A) interphase, (B) metaphase, (C) anaphase, and (D) cytokinesis. (E to L)
Undetectable PCNT in fibroblasts from the MOPD II patient P1 in interphase (E) and during mitosis [(F)
to (L)] as well as representative examples of abnormal morphology with disorganized mitotic
microtubules during prometaphase (I), metaphase [(F) and (J)] and anaphase (G); incorrect vertical
orientation of metaphases (J); and disorganized cytokinesis [(H), (K), and (L)] with abnormal nuclei
pattern (K). Clearly abnormal spindle pattern was observed in 71% of mitotic fibroblasts from the
MOPD II patient (n = 100; control 9%, n = 100; P < 3 × 10–20; Fisher’s exact test).
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bony anomalies of the hand and wrist. Given these
similarities, it is tempting to hypothesize that the
Indonesian diminutive hominids were in fact hu-
mans with MOPD II. With the identification of
the genetic basis of MOPD II, this hypothesis
may soon be testable.
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Reciprocal Binding of PARP-1 and
Histone H1 at Promoters Specifies
Transcriptional Outcomes
Raga Krishnakumar,1,2* Matthew J. Gamble,1* Kristine M. Frizzell,1,2 Jhoanna G. Berrocal,1,2
Miltiadis Kininis,1,3 W. Lee Kraus1,2,3,4†

Nucleosome-binding proteins act to modulate the promoter chromatin architecture and
transcription of target genes. We used genomic and gene-specific approaches to show that two
such factors, histone H1 and poly(ADP-ribose) polymerase-1 (PARP-1), exhibit a reciprocal
pattern of chromatin binding at many RNA polymerase II–transcribed promoters. PARP-1 was
enriched and H1 was depleted at these promoters. This pattern of binding was associated with
actively transcribed genes. Furthermore, we showed that PARP-1 acts to exclude H1 from a subset
of PARP-1–stimulated promoters, suggesting a functional interplay between PARP-1 and H1 at
the level of nucleosome binding. Thus, although H1 and PARP-1 have similar nucleosome-binding
properties and effects on chromatin structure in vitro, they have distinct roles in determining
gene expression outcomes in vivo.

Gene expression outcomes are deter-
mined, in part, by the composition of
promoter chromatin, including the post-

translational modification state of nucleosomal
histones (1), the incorporation of histone variants
(2), and the presence of nucleosome-binding

proteins (3). Linker histone H1 and poly(ADP-
ribose) polymerase-1 (PARP-1) are examples of
nucleosome-binding proteins that modulate the
chromatin architecture and transcription of target
genes (4, 5). H1 and PARP-1 bind to overlapping
sites on nucleosomes at or near the dyad axis
where the DNA exits the nucleosome (6, 7).
Unlike H1, PARP-1 has an intrinsic nicotinamide
adenine dinucleotide (NAD+)–dependent enzy-
matic activity that regulates its association with
chromatin (7). Previouswork from our laboratory
has shown that H1 and PARP-1 bind in a com-
petitive and mutually exclusive manner to nucleo-
somes in vitro and localize to distinct nucleosomal
fractions in vivo (7), suggesting distinct roles for
these factors in the regulation of gene expression.
However, little is known about how H1 and

PARP-1 are distributed across the mammalian
genome and how they interact to regulate global
patterns of gene expression in vivo.

To determine the patterns of H1 and PARP-1
localization across selected regions of the human
genome, we performed chromatin immuno-
precipitation (ChIP) in MCF-7 breast cancer
cells using antibodies specific to PARP-1 and H1
(7, 8), coupled with hybridization of the en-
riched genomic DNA to custom microarrays
(i.e., ChIP-chip) (9). Each array represented
57 Mb of genomic DNA, including all 44 of the
ENCODE regions (10), as well as an additional
1117 promoter regions selected from genes reg-
ulated by enzymes in the nuclear NAD+ sig-
naling pathway (5) [approximately −25 to +5 kb
relative to the transcription start site (TSS)]. The
raw ChIP-chip signal to input ratios were pro-
cessed (11) and aligned to the TSSs for all 1517
RNA polymerase II (Pol II)–transcribed pro-
moters on the array (i.e., ENCODE + selected).
We observed an enrichment of PARP-1 and a
depletion of H1 in the region surrounding the
TSSs (Fig. 1A and fig. S1). Significant peaks of
PARP-1 and troughs of H1 [P < 0.01, Wilcoxon
signed-rank test (12, 13)] were clustered around
the TSSs, but were also found in upstream and
intergenic regions (Fig. 1, B and C, and figs. S2
and S3). This pattern of PARP-1 and H1 lo-
calization was also revealed by averaging the
ChIP-chip data over the 30-kb tiled region for
all promoters on the array or in a 20-kb region
centered around significant PARP-1 peaks or H1
troughs (P < 0.01, Wilcoxon signed-rank test)
(fig. S4). Collectively, our ChIP-chip data iden-
tify a reciprocal relation for chromatin binding by
PARP-1 and H1 across the genome.

Although eukaryotic promoters generally
show reduced nucleosome occupancy (14, 15),
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this was not an important determinant for the re-
ciprocal pattern of PARP-1 and H1 binding. For
example, whereas PARP-1 peaks and H1 troughs
are strongly correlated at promoters (Spearman
rank correlation: −0.495, P = 3.7 × 10−94), they
show little correlation with the presence of H3
(Fig. 2A; see also SOM Text). In addition, the
pattern of PARP-1 and H1 binding at promoters
(e.g., low versus high PARP-1/H1 ratios) is
independent of the pattern of H3 occupancy at
promoters (Fig. 2B). Finally, the reciprocal
pattern of PARP-1 and H1 binding is observed
in intergenic regions where H3 is not depleted
(fig. S4B). Despite the reduced H3 occupancy
at promoters, well-positioned nucleosomes are
present at PARP-1–bound promoters that like-
ly serve as targets for the binding of PARP-1
(fig. S5).

In a previous study (7), we concluded that
PARP-1 may act to repress Pol II transcription
based on the observations that (i) PARP-1
represses in vitro transcription by Pol II with
chromatin templates in the absence of NAD+

and (ii) PARP-1 does not colocalize with active
Pol II (Ser5-P) on Drosophila polytene chromo-
somes. Our current ChIP-chip results suggest
that the latter observation may simply be a con-
sequence of the localization of PARP-1 and
active RNA Pol II to distinct regions of a gene
(i.e., upstream versus downstream of the TSS;

see SOM text). To explore the relations between
PARP-1, H1, and gene expression in more detail
and under physiological NAD+ concentrations,
we coupled our ChIP-chip analyses with gene
expression microarray analyses for MCF-7 cells
grown under the same conditions. PARP-1 peaks
showed a significant positive correlationwith gene
expression (Spearman rank correlation, P = 7.1 ×
10−49), whereas H1 showed a significant negative
correlation with gene expression (Spearman rank
correlation, P = 7.85 × 10−39) (Fig. 2A). In ad-
dition, PARP-1 was enriched and H1 was de-
pleted near the TSSs of expressed genes relative
to unexpressed genes (Fig. 2B) (16). We then
grouped all genes containing both a significant
PARP-1 peak and a significant H1 trough (P <
0.01, Wilcoxon signed-rank test) and compared
them to a group that lacked both a PARP-1 peak
and an H1 trough (17). More than 90% of the
genes containing both a PARP-1 peak and an H1
trough at the promoter were expressed, whereas
less than 45% of the genes lacking both a PARP-
1 peak and an H1 trough at the promoter were
expressed (Fig. 2C). This correlation was also
observedwhen looking broadly across ENCODE
regions enriched in expressed or unexpressed
genes (Fig. 1C and fig. S2; see asterisks).
Together, these results indicate that the pattern
of PARP-1 and H1 promoter localization is in-
dicative of gene expression outcomes.

Finally, to explore further the functional rela-
tions between PARP-1, H1, and gene expression,
we identified subsets of PARP-1–bound genes
either down-regulated or up-regulated in MCF-7
cells by stable short hairpin RNA (shRNA)-
mediated knockdown of PARP-1 (Fig. 3A) (18).
For each gene, we assayed (i) promoter binding
by PARP-1 and H1 using ChIP-qPCR (quantita-
tive polymerase chain reaction) and (ii) expres-
sion by reverse transcription (RT)-qPCR, with or
without PARP-1 knockdown. The subset of genes
positively regulated by PARP-1 (i.e., genes whose
expression decreased upon PARP-1 knockdown)
showed a three- to fivefold increase in H1
binding at the promoter in response to PARP-1
knockdown without changes in H3 occupancy
(Fig. 3B and figs. S6 and S7). These results
provide a functional link between the chromatin
binding and gene-regulatory actions of PARP-1
and H1 at this subset of target promoters.
Specifically, they suggest that PARP-1 acts to
exclude H1 from these promoters and that upon
PARP-1 knockdown, H1 is able to rebind and
inhibit transcription. In contrast, the subset of
genes negatively regulated or not regulated by
PARP-1 (i.e., genes whose expression decreased
or was unchanged upon PARP-1 knockdown)
showed little or no change in H1 binding at the
promoter in response to PARP-1 knockdown
(Fig. 3C and fig. S8). These genes, some of
which show a reciprocal pattern of PARP-1 and
H1 localization at their promoters (Fig. 3C and
fig. S8), may be subject to other PARP-1–related
transcriptional regulatory mechanisms (5, 19) or
indirect regulatory effects.

Collectively, our data reveal the genomic lo-
calization patterns of H1 and PARP-1, high-
lighting the reciprocal relation for their binding
at promoters and other genomic locations. In
addition, our results provide a functional link
between chromatin binding by PARP-1 and H1
at a subset of target promoters and the corre-
sponding gene expression outcomes. Finally,
our results suggest that PARP-1 acts to exclude
H1 from a subset of PARP-1–regulated pro-
moters in vivo. Our data fit well with and extend
the results of previous biochemical and cell-
based assays showing a role for PARP-1 in the
transcription-related regulation of chromatin
structure (7, 20, 21) and functional interplay
between H1 and PARP-1 (7, 22, 23). Further, our
results show that although H1 and PARP-1 have
similar nucleosome-binding properties and
effects on chromatin structure in vitro (7, 20),
they have distinct roles in regulating gene
expression outcomes in vivo. Future studies will
examine the determinants that direct the specific
pattern of H1 and PARP-1 binding at promoters,
including the role of PARP-1’s NAD+-dependent
enzymatic activity.
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Fig. 3. PARP-1 excludes H1 from PARP-1-regulated promoters. (A) Western blot showing the
shRNA-mediated depletion of PARP-1 in MCF-7 cells versus control luciferase (Luc) knockdown
cells. (B and C) Gene-specific analysis of PARP-1, H1, and H3 promoter binding by ChIP-qPCR and
mRNA expression by RT-qPCR in MCF-7 cells with or without PARP-1 knockdown. Expression data
are standardized to b-actin transcripts. Bars represent the mean + SEM, n ≥ 3.

Fig. 2. A high PARP-1:H1 ratio specifies actively
transcribed promoters. (A) Correlation analyses of
PARP-1, H1, and H3 occupancy as determined by
ChIP-chip (at the −250 bp-centered window) with
gene expression (Expr.) as determined by micro-
arrays. (B) Averaging analysis of the log2
enrichment ratios from H1 and PARP-1 ChIP-chip
for unambiguously expressed (top) or unambigu-
ously unexpressed genes (bottom). (C) Top:
Averaging analysis of the log2 enrichment ratios
from H1 and PARP-1 ChIP-chip for genes (i)
having both a PARP-1 peak and an H1 trough
within 1.5 kb of the TSS (left) or (ii) unambigu-
ously lacking both a PARP-1 peak and an H1
trough within 1.5 kb of the TSS (right). Bottom:
Percentage of expressed and unexpressed genes in
each category. P values are from a Chi-squared
test and indicate significant differences relative to
the total gene set (n = 878; percent expressed =
71.1).
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Repression of the Transcription
Factor Th-POK by Runx Complexes
in Cytotoxic T Cell Development
Ruka Setoguchi,1*† Masashi Tachibana,1* Yoshinori Naoe,1* Sawako Muroi,1,2
Kaori Akiyama,1,2 Chieko Tezuka,1 Tsukasa Okuda,3 Ichiro Taniuchi1,2‡

Mouse CD4+CD8+ double-positive (DP) thymocytes differentiate into CD4+ helper-lineage
cells upon expression of the transcription factor Th-POK but commit to the CD8+ cytotoxic lineage in its
absence. We report the redirected differentiation of class I–restricted thymocytes into CD4+CD8–

helper-like T cells upon loss of Runx transcription factor complexes. A Runx-binding sequence within the
Th-POK locus acts as a transcriptional silencer that is essential for Th-POK repression and for development
of CD8+ T cells. Thus, Th-POK expression and genetic programming for T helper cell development are
actively inhibited by Runx-dependent silencer activity, allowing for cytotoxic T cell differentiation.
Identification of the transcription factors network in CD4 and CD8 lineage choice provides insight into
how distinct T cell subsets are developed for regulating the adaptive immune system.

The peripheral T cell repertoire is formed
after developing thymocytes have under-
gone a series of developmental selection

processes. CD4+CD8+ double-positive (DP) thy-

mocytes undergo positive selection through T
cell receptor (TCR) interaction with major histo-
compatibility complex (MHC) proteins. This
gives rise to two functionally distinct subsets:

CD4+CD8– helper and CD4–CD8+ cytotoxic T
cells. Cells expressing MHC class II–restricted
TCRs differentiate into the helper lineage and
cease CD8 expression, whereas cells expressing
class I–restricted TCRs differentiate into the cyto-
toxic linage and silence CD4 expression (1–3).
Recently, gain or loss of function of the BTB/POZ
domain–containing zinc finger transcription factor,
Th-POK, revealed that its expression is essential
and sufficient for development of helper-lineage
cells (4, 5).
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Fig. 1. Differentiation of class I–restricted cells into CD4+CD8– helper-like
cells by loss of Runx complex function. (A) CD4 and CD8 expression in lymph
node abT cells from mice with indicated genotypes. (B) CD4 and CD8
expression in mature thymocytes and LN TCRb+ T cells either in the presence
(II+) or absence (II°) of I-A MHC class II molecules. (C) Cell numbers of mature
thymocytes and splenocytes showing CD4+CD8– abT cells in class II+ control
mice (lane 1), class II° control mice (lane 2), class II+ Runx1D446/D446:Runx3f/f:Cd4

mice (lane 3), and class II° Runx1D446/D446:Runx3f/f:Cd4 mice (lane 4). Error bars
indicate standard deviation. (D) Expression of CD154 at 42 hours after in vitro
TCR stimulation of control CD4+, CD8+, and class I–restricted CD4+CD8– cells.
Intracellular staining of IL-4 and IFN-g analyzed at 6 hours after re-stimulation
of cells that were cultured for 5 days after initial TCR stimulation. Numbers in
the plots in (A), (B), and (D) indicate the percentage of cells in each quadrant
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8 FEBRUARY 2008 VOL 319 SCIENCE www.sciencemag.org822

REPORTS



Runx transcription factor complexes are com-
posed of heterodimers for one of three Runx
proteins and their obligatory non–DNA-binding
partner, Cbfb protein (6). Because of the em-
bryonic or neonatal lethality of mice deficient for
any of Runx family genes, we used the Cre/loxP-
mediated conditional gene inactivation (7) to
clarify Runx complex function in silencing of

the Cd4 gene (8) and recently reported that the
combined inactivation of Runx1 and Runx3 in
DP thymocytes resulted in a dramatic loss of
CD8+ T cells (9). Runx proteins possess a con-
served Val-Trp-Arg-Pro-Tyr (VWRPY) motif at
the C-terminal end, allowing the recruitment of
the Groucho/TLE co-repressor proteins to their
target genes (10, 11). To test whether VWRPY-

dependent repression might be involved in the
loss of CD8+ T cells, we introduced the Runx1D446

allele (12) that generates a mutant Runx1 pro-
tein lacking the VWRPY motif on a Runx3-
deficient background (Runx3f/f:Cd4 mice) (13).
A marked reduction of splenic CD8+ T cells in
Runx1D446/D446:Runx3f/f:Cd4 mice (Fig. 1A and
fig. S1) indicated that VWRPY-dependent repres-

Fig. 2. De-repression
of Th-POK by loss of
Runx complex func-
tion. (A and B) Rela-
tive Th-POK expression
abundances (normal-
ized to hprt) in sorted
CD69– DP thymocytes
(A) from wild-type (lane
1), Runx1f/f:Cd4 (lane 2),
Runx1D446/D446 (lane
3), Runx3f/f:Cd4 (lane
4), Runx1f/f:Runx3f/f:Cd4
(lane 5), Runx1D446/D446:Runx3 f/f:Cd4 (lane 6), Cbfb f/f:lck (lane 7), and Cbfb f/f:Cd4
(lane 8) mice and in CD4+ and CD8+ peripheral T cells in mice of the
indicted genotype (B). One representative result out of three experiments is
shown. Lane 9 in (A) indicates Th-POK expression in control CD4+CD8– SP

thymocytes. (C) Relative Th-POK expression abundances after reconstitution
of Runx complex function. Purified CD4+CD8– and CD4+CD8int cells from
Cbfb f/f:Cd4 mice were transduced with control retroviral vector (GFP) or
vector encoding Cbfb (Cbfb).
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Fig. 3. Identification and characterization of RBSs at the Th-POK locus. (A)
The structure of the murine Th-POK locus is shown at the top. Circles rep-
resent putative Runx motifs, with those in red indicating evolutionarily
conserved Runx motifs. Black boxes represent exons, and each green bar
represents the signal intensity of an individual oligonucleotide probe in a
ChIP-on-chip experiment. Blue boxes represent RBSs. The maps for each
reporter transgene construct (Tg-a to Tg-g) are indicated. The restriction sites
shown are Eco47III (E47), EcoRV (RV), HindIII (H), KpnI (Kp), and XhoI (X). (B)
ChIP experiment showing binding of Runx complexes to RBS-1 and RBS-2 in

the indicated cell subsets. The regions at 1 kb upstream of exon Ia (UP1) and
the TCRb enhancer (TCRb) were used as negative and positive controls,
respectively. (C) Histograms showing the GFP expression in the indicated T
cell subsets from representative transgenic founder for each construct. The
dashed line indicates nontransgenic littermate control. Numbers in the
histogram indicate the percentage of GFP+ cells, and numbers in parenthesis
indicate mean fluorescent intensity of GFP in GFP+ cells. The numbers of
transgenic founders expressing GFP among the total transgenic founders are
indicated at right.
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sion by Runx1 was involved in the generation of
CD8+ T cells. Because the leaky CD4–CD8+

subset that escaped Cre-mediated recombination
(9) was less apparent in Runx1D446/D446:Runx3f/f:Cd4
mice (Fig. 1A), we used these mice for further
analyses.

Potentially, the loss of CD8+ T cells could
occur either by a developmental block of class
I–restricted cells or by a redirection of class I–
restricted cells toward the CD4+CD8– lineage.
To determine whether CD4+CD8– cells that emerge
in Runx mutant mice are class II–restricted or
redirected class I–restricted cells, we crossed
Runx1D446/D446:Runx3f/f:Cd4 mice onto a MHC
class II–deficient background (14). Although
there was a marked decrease in CD4+CD8– T
cell numbers in control class II–deficient mice,
the predominance of CD4+CD8– T cells persisted
in class II–deficient Runx1D446/D446:Runx3f/f:Cd4
mice in both the thymus and the periphery
(Fig. 1, B and C). These results indicated that
the absence of Runx complexes forced the ma-
jority of class I–restricted cells to differentiate
into CD4+CD8– T cells.

We next examined the functional properties
of these CD4+CD8– cells. One of the character-
istic features of CD4+ helper-lineage T cells is the
early induction of CD154, the ligand for CD40,
after TCR stimulation (15) and the production
of interleukin-4 (IL-4). These were observed in
control CD4+ T cells as well as in class I–restricted
CD4+CD8– cells, but not in control CD8+ T cells
(Fig. 1D). In contrast, although high interferon-g
(IFN-g) production was detected in control CD8+

T cells, it was absent in both wild-type CD4+ T
cells and in class I–restricted CD4+CD8– cells

(Fig. 1D). We conclude from these results that
class I–restricted CD4+CD8– cells that develop
in Runx mutant animals are functionally helper-
like T cells.

Because ectopic expression of Th-POK has
been shown to redirect class I–restricted cells to
become CD4+CD8– cells (4, 5), we measured
the expression of Th-POK in several Runx mu-
tant mice, including a strain in which the Cbf b
gene is conditionally inactivated by either a Lck-
Cre or a Cd4-Cre transgene (13). Consistent
with a previous report (4), Th-POK expression
was not detected in control CD69– DP thymo-
cytes. In contrast, a 40-fold increase in Th-POK
transcript abundances was detected in CD69–

DP thymocytes in which Runx complexes were
disrupted either by combined Runx1 mutations
with a Runx3 deficiency or by loss of Cbfb
protein (Cbfbf/f:Lck mice) (Fig. 2A). A modest
Th-POK de-repression by inactivation of Runx1
alone indicated a redundant function of Runx3
in the repression of Th-POK.

Although Th-POK mRNA was undetectable
in control CD8+ T cells and in CD8+ T cells
deficient for Runx1 or Runx3, it was present in
Cbfb-deficient CD4+CD8int T cells (Fig. 2B)
that still developed in Cbf b f/f:Cd4 mice because
of the slow turnover of Cbfb protein after inac-
tivation of the Cbf b gene (13). We therefore next
examined whether Th-POK repression could be
restored in these CD4+CD8int cells upon re-
expression of Cbfb protein. Purified CD4+CD8–

and CD4+CD8int cells were transduced with a
retroviral vector encoding Cbfb or with an empty
vector control. In these experiments, expres-
sion of Th-POK was markedly reduced upon re-

expression of Cbfb in CD4+CD8int cells, with
no detectable effect in CD4+CD8– cells (Fig. 2C).
These results suggest that Runx-mediated Th-POK
repression operates in peripheral CD8+ T cells.

To understand mechanisms underlying Runx-
mediated repression of Th-POK, we examined
whether Runx complexes directly associate with
the Th-POK locus. Using a ChIP-on-chip (ChIP
indicates chromatin immunoprecipitation) ap-
proach with an antibody against Cbfb2, we de-
tected two regions occupied by Runx complexes
within the Th-POK locus. Distal and proximal
Runx-binding sequences (RBS-1 and RBS-2, re-
spectively) are located ~3.1 kb upstream and
~7.4 kb downstream of exon Ia (Fig. 3A) and con-
tain two or one conserved Runx motifs, respec-
tively (Fig. 3A and figs. S2 and S3). By using
ChIP analysis in T cell subsets, we confirmed an
association between Runx complexes and these
two regions (Fig. 3B). However, binding of Runx
complexes to RBS-1 and RBS-2 was detected in
both Th-POK–expressing and nonexpressing
cells, revealing that the binding of Runx com-
plexes to these regions did not correspond with
Th-POK repression.

To better understand the functional activ-
ities of RBS-1 and RBS-2 in light of these re-
sults, we performed transgenic reporter assays.
A 15.5-kb genomic fragment encompassing
the RBSs and exons Ia and Ib was linked to a
green fluorescent protein (GFP) reporter trans-
gene cassette (Tg-a in Fig. 3A). In all trans-
genic mouse founders obtained with Tg-a,
GFP expression was first detected in post-
selection CD4+CD8int thymocytes and was up-
regulated in CD4+ SP thymocytes, remaining

Fig. 4. Essential require-
ment of the Th-POK si-
lencer for development
of CD8+ T cells. (A) Sche-
matic structure of the
Th-POK locus and tar-
geted alleles Th-POKSD,
Th-POKGFP, and Th-
POKGFP:SD. Exons and loxP
sequences are indicated
as black boxes and black
triangles, respectively.
(B) CD4 and CD8 ex-
pression in lymph node
abT cells from wild-
type (+/+), Th-POKSD

heterozygous (SD/+),
and Th-POK hemizygous
transgenic (Th-POK Tg)
mice. (C) Relative Th-POK
expression abundances
in sorted CD69– DP
thymocytes showing de-
repression of Th-POK
upon deletion of the Th-
POK silencer. (D) GFP
expression from the Th-
POKGFP and Th-POKGFP:SD alleles in indicated thymocyte subsets. Dashed and bold lines indicate GFP expression in control mice and Th-POK+/GFP (+/GFP) or Th-
POK+/GFP:SD (+/GFP:SD) mice, respectively. The numbers in parenthesis indicate mean fluorescent intensity of GFP in total CD69– DP thymocytes.
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high in splenic CD4+ T cells, whereas it was
almost undetectable in splenic CD8+ T cells
(Fig. 3C). The 15.5-kb fragment thus contains
the major cis-regulatory regions that direct ex-
pression of Th-POK in the helper lineage.

To further narrow down the critical Th-POK
regulatory regions, we deleted either 5′ or 3′ se-
quences as well as RBS-1 from the 15.5-kb
fragment. Whereas RBS-2 (fig. S3) was found to
be required for positive transcriptional regulatory
activity (as in the Tg-c and Tg-d constructs),
deletion of a 674-bp fragment of RBS-1 (Tg-b)
resulted in GFP expression both in CD4+ helper-
lineage and in CD8+ cytotoxic-lineage cells,
indicating that RBS-1 is a transcriptional silencer
required to repress the reporter gene in CD8
lineage cells. Efficient repression of GFP in CD8+

T cells by a 562-bp fragment of RBS-1 (fig. S2)
in the context of Tg-e construct required Runx
motifs (Tg-f and Tg-g) (Fig. 3C), consistent
with Runx-dependent activity of RBS-1 silencer.

To examine the physiological function of the
RBS-1 silencer, we deleted the 674-bp KpnI-
Eco47III sequences from the Th-POK locus by
homologous recombination in embryonic stem
(ES) cells (Fig. 4A and fig. S4). Deletion of
RBS-1 from one Th-POK allele led to the loss
of peripheral CD8+ T cells (Fig. 4B) and to the
Th-POK de-repression in CD69– DP thymo-
cytes (Fig. 4C). We further investigated Th-POK
de-repression by using mice in which the coding
sequence for Th-POK was replaced with the gfp
gene (Th-POKGFP locus). GFP expression in
mice heterozygous for Th-POKGFP allows us to
examine expression of Th-POK at the single-cell
level. Although GFP expression from the Th-
POKGFP locus was not detected in CD69– DP
thymocytes, deletion of RBS-1 (Th-POKGFP:SD

locus in Fig. 4A) resulted in uniform de-repression
of GFP in CD69– DP thymocytes, followed by
high GFP expression in both helper- and
cytotoxic-lineage mature thymocytes (Fig. 4D).

Our results reveal that helper lineage–specific
expression of Th-POK is regulated by the RBS-1
silencer, whose activity depends on binding of
Runx complexes. We therefore refer to RBS-1 as
the Th-POK silencer (fig. S5). The association of
Runx complexes with the Th-POK silencer in
cells expressing Th-POK indicates that specific-
ity of silencer activity is not regulated at the level
of Runx complex binding. Additional molecules
that interact with Runx factors bound to the Th-
POK silencer may therefore have a central role
in regulating Th-POK silencer activity.

The antagonistic interplay between primary
lineage-determining factors is often observed when
two opposing fates are induced in progenitor
cells (16, 17). Th-POK was recently described as
an inhibitor of Runx-dependent Cd4 silencer ac-
tivity (18), consistent with an antagonistic inter-
play between these two factors. Identification of
Th-POK and Runx complex target genes will
help to further unravel the transcription factors
network regulating lineage specification of DP
thymocytes.

Uniform de-repression of Th-POK in CD69–

DP thymocytes upon deletion of the Th-POK si-
lencer indicates that silencer-mediated Th-POK
repression operates in all pre-selection DP thymo-
cytes. It is therefore possible that TCR signals
after engagement of MHC class II result in
antagonism of Th-POK silencer activity and
thus induce Th-POK expression. Given that sus-
tained class II–specific TCR signals are thought
to be necessary for specification of the helper
lineage (19–21), reversal of silencer-mediated
Th-POK repression may require class II–specific
TCR signals during a specified time window.
Our results suggest that a mechanism regulating
Th-POK silencer activity acts as a sensor to dis-
tinguish qualitative differences in TCR signal-
ing. Further studies on the regulatory pathways
of Th-POK repression will shed light on how
signals initiated by external stimuli are con-
verted into genetic programs in the cell nucleus.
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A Heme Export Protein Is Required
for Red Blood Cell Differentiation
and Iron Homeostasis
Siobán B. Keel,1* Raymond T. Doty,1* Zhantao Yang,1 John G. Quigley,1† Jing Chen,1
Sue Knoblaugh,2 Paul D. Kingsley,3 Ivana De Domenico,4 Michael B. Vaughn,4
Jerry Kaplan,4 James Palis,3 Janis L. Abkowitz1‡

Hemoproteins are critical for the function and integrity of aerobic cells. However, free heme is
toxic. Therefore, cells must balance heme synthesis with its use. We previously demonstrated that the
feline leukemia virus, subgroup C, receptor (FLVCR) exports cytoplasmic heme. Here, we show that
FLVCR-null mice lack definitive erythropoiesis, have craniofacial and limb deformities resembling
those of patients with Diamond-Blackfan anemia, and die in midgestation. Mice with FLVCR that is
deleted neonatally develop a severe macrocytic anemia with proerythroblast maturation arrest, which
suggests that erythroid precursors export excess heme to ensure survival. We further demonstrate
that FLVCR mediates heme export from macrophages that ingest senescent red cells and regulates
hepatic iron. Thus, the trafficking of heme, and not just elemental iron, facilitates erythropoiesis
and systemic iron balance.

Aerobic cells require heme, a cyclic te-
trapyrole containing a centrally chelated
iron. It serves as the prosthetic group for

hemoglobin, cytochromes, and other hemopro-
teins. Heme also initiates globin transcription
through inhibiting the DNA binding of the re-
pressor, Bach1 (1), and globin translation through
inhibiting substrate phosphorylation by the re-
pressor, erythroid-specific eukaryotic initiation
factor 2a kinase (2). However, the trafficking of
heme and its role in iron homeostasis are poorly
understood.

The feline leukemia virus, subgroupC (FeLV-C),
receptor, FLVCR, is a heme export protein (3).
Cats viremic with FeLV-C develop pure red cell
aplasia (PRCA), characterized by a block in ery-
throid differentiation at theCFU-E (colony-forming
unit–erythroid)–proerythroblast stage, reticulocy-
topenia, and severe anemia (4, 5). Studies with
chimeric retroviruses suggest that the surface unit
of the FeLV-C envelope protein induces this
phenotype by blocking FLVCR function (6, 7).
Although all bone marrow cells are infected (8),
white cell and platelet production remain normal,
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which suggests that FLVCR is uniquely im-
portant for CFU-E–proerythroblast survival or
differentiation.

To prove that FLVCR is required for erythro-
poiesis, we generated constitutive (Flvcr+/–) and
inducible (Flvcr+/flox;Mx-cre) Flvcr mutant mice
(9) (fig. S1). Interbred Flvcr+/– animals yielded
no null offspring (Flvcr–/–) among 109 progeny
(table S1). Intrauterine deaths occurred at one of
two embryonic times: at or before embryonic day
7.5 (E7.5) and between E14.5 and E16.5.

Developmental expression of Flvcr is high in
the yolk sac at E7.5, the ectoplacental cone at
E8.5, and the placenta after E9.5 (Fig. 1A); all
are sites of nutritional transport from mother to
conceptus. These are also sites of high heme
oxygenase–1 expression (10). As heme catabo-
lism helps to support normal fetal development
(10), FLVCR might complement this function at
or before E7.5.

We hypothesize that the later death results
from deficient red cell production, because de-
finitive fetal erythropoiesis in the mouse begins
in the liver at ~E12 (11), hepatic FLVCR ex-
pression is high from E12.5 onward (Fig. 1A),
and FLVCR-null embryos have pale livers (Fig.
1B). Flow cytometric analyses of E14.5 fetal liv-
er cells double-stained for Ter119 (erythroid-
specific antigen) and CD71 (transferrin receptor)
allow quantitative assessment of the maturational
stages of differentiating erythroblasts (12) and
confirm this concept. Normally, differentiation
proceeds clockwise from population I to IV

(control in Fig. 1C). In contrast, the null embryos
lack Ter119high cells, consistent with a block at
the proerythroblast stage, before hemoglobiniza-
tion (population II). Circulating yolk sac–derived
erythroblasts do not express Flvcr by in situ
hybridization and have normal morphology (fig.
S3), which indicates that embryonic (primitive)
erythropoiesis does not require FLVCR.

Although the null embryos appear normal
at E8.5, E10.5, and E12.5, defective growth is
evident at E14.5. Mutants have abnormal limb,
hand, and digit maturation; flattened faces; and
hypertelorism (Fig. 1B)—abnormalities that resem-
ble human congenital PRCA, termed Diamond-
Blackfan anemia (13, 14). Gross andmicroscopic
examination of the cardiac, pulmonary, and gen-
itourinary systems shows that they are normal.
Although it is theoretically possible that the ob-
served phenotype is developmentally appropriate
for a growth-retarded embryo, these specific ab-
normalities are not reported in other mouse mod-
els lacking definitive erythropoiesis (11, 15). Thus,
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Fig. 1. Embryonic FLVCR
analyses. (A) Wild-type
mouse Flvcr expression
(colored red) by in situ
hybridization. Ectopla-
cental cone (ec), yolk sac
(ys), embryo proper (ep),
liver (li), neural tissue (n),
placenta (pl) and intestine
(in). Additional informa-
tion is in SOM text. (B)
E14.5 FLVCR-null em-
bryo and a littermate
control. The skeletal ab-
normalities are less apparent in embryos derived from interbreeding Flvcr+/–

parental mice backcrossed to C57BL/6 mice for five to seven generations (SOM
text). (C) Representative flow cytometric analyses of E14.5 liver cells from

control and FLVCR-null embryos immunostained with antibodies to CD71 and
Ter119. The relative percentages of the nucleated cells in each of the
populations I to V are indicated.
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Fig. 2. Conditional deletion of Flvcr causes PRCA.
Unless noted, data are from representative 6-week-
old mice, 5 weeks post deletion, (left) controls (n =
13), (right) Flvcr-deleted (n = 11). (A) Hematologic
parameters (means ± SEM, one-tailed Student’s
t test), hemoglobin (HGB), mean cell corpuscular
volume (MCV). Duplicate spun hematocrit tubes
from two control and two Flvcr-deleted mice. (B)
Flow cytometric analyses of marrow from a control
and Flvcr-deleted mouse immunostained with anti-
bodies to CD71 and Ter119. Gating methods in Fig
1C. Ratio of the percent of cells in population IV to I
and II: Flvcr-deleted: 49.2% ± 11.6% (n = 9) versus
control: 77.1% ± 11.0% (n = 9); means ± SD, two-
tailed Student’s t test, P < 10–4. The severity of block
is variable between deleted animals and does not
appear to correlate with the degree of anemia. (C)
Hematoxylin-and-eosin–stained spleen sections
from a control and Flvcr-deleted mouse. (D to F)
Representative Prussian blue–stained liver sections
(D) from a 6-week-old control and a Flvcr-deleted
mouse, and duodenum (E) and spleen (F) sections
from a 11-week-old (10 weeks post deletion) control
and a Flvcr-deleted mouse. Blue staining indicates
iron. Scale bars in microns.
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FLVCR may serve roles during embryogenesis
distinct from its critical erythropoietic function.

Although null animals die in utero, Flvcr+/–

mice are clinically indistinguishable from controls
(table S2); they have low mRNA expression, as
anticipated, but compensate with normal FLVCR
protein expression (fig. S4).

We next evaluated postnatal mice lacking
FLVCR [Flvcr flox/flox;Mx-cre (fig. S1 and Fig. 2,
A to F)]. Within 4 weeks of Flvcr deletion, the
mice are runted with pale paws. Necropsy reveals
cardiomegaly and splenomegaly [Flvcr-deleted
spleen: 326.7 mg ± 22.9 (n = 7) versus control
spleen 72.9 ± 5.5 (n = 7); means ± SEM, two-

tailed Student’s t test, P < 10–4], likely responses
to their severe anemia.

Peripheral blood and bone marrow findings
are diagnostic of PRCA. Flvcr-deleted mice de-
velop a severe hyperchromic macrocytic anemia
(Fig. 2A and table S3) and reticulocytopenia.
Flow cytometric analyses of their bone marrow
show a block in erythroid maturation at the
proerythroblast stage (Fig. 2B), as do liver cells
from E14.5 FLVCR-null embryos. These results
are mirrored in the spleen and account for the
large spleens with expanded interfollicular regions
(Fig. 2C). Erythroid colony assays confirm the flow
cytometry findings;CFUs-E are absent andBFUs-E
(burst-forming units–erythroid) expand subopti-
mally [supporting onlinematerial (SOM) text], sim-
ilar to results in cats viremic with FeLV-C (5). In
addition, mice transplanted with Flvcr flox/flox;Mx-cre
bone marrow and then treated with polyinosinic-
polycytidylic acid [poly(I):poly(C)] to deleteFlvcr
specifically in engrafted cells also develop PRCA
(table S4). This confirms that a lack of FLVCR in
hematopoietic cells (and not the microenviron-
ment) accounts for the disease.

We then evaluated the effect of FLVCR over-
expression. Pep3b (CD45.1) bone marrow was
transduced with retroviral vectors, MFIG or
MXIG, encoding green fluorescent protein with
or without human FLVCR, respectively, and
transplanted into C57BL/6 (CD45.2) mouse
recipients. Twelve weeks after transplantation,
the MFIG mice displayed mild hypochromic,
microcytic anemia [supporting online material
(SOM) text]. Because hypochromasia and mi-
crocytosis only result from heme or hemoglobin
deficiency, FLVCR must export heme from dif-
ferentiating erythroid cells in vivo. Because the
anemia is mild, FLVCR does not outcompete
globin for heme.

These observations lead us to hypothesize that
FLVCR is required during definitive red cell dif-
ferentiation to maintain intracellular free heme ba-
lance. In the absence of FLVCR, free heme, which

Fig. 3. FLVCR protein levels
differ in human tissues. (A)
Western blot analyses of
human tissues, bone mar-
row mononuclear cells (BM
MNC), and CD34+ stem/
progenitor cells. (B) Den-
sities of the 60-kB FLVCR
band [shown in part (A)].
We also assayed FLVCR ex-
pression in macrophages
isolated from human pe-
ripheral blood by plastic
adherence for 2 hours, then
cultured for 4 days with cy-
tokines (intensity = 5214 ±
260). Quantitative RT-PCR
confirmed that FLVCR ex-
pression is regulated post-
transcriptionally (SOM text)
(3, 24).
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Fig. 4. FLVCR exports heme iron from macrophages. (A) Bone marrow–
derived macrophages from control (striped) and mice in which Flvcr was deleted
neonatally (black) were incubated in the absence or presence of FAC (10 mM Fe)
for 24 or 48 hours, then washed; ferritin was measured by enzyme-linked im-
munosorbent assay (ELISA) (i). Cells were incubated with FAC for 24 hours (ii) or

with immunoglobulin G–coated red blood cells (RBC) for 90 min (iii), washed,
then incubated for an additional 24 hours with or without hepcidin (1 mg/ml) and
ferritin assayed. Data represent ferritin values in macrophages derived from two
control and two deleted mice ± SEM of triplicate samples per mouse. (B) Model
of macrophage heme iron recycling. HO-1, heme oxygenase–1.
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is toxic, accumulates in proerythroblasts, the stage
when heme synthesis intensifies (16), and triggers
molecular pathways that result in cell apoptosis or
senescence. Although this may seem counterin-
tuitive because red cells have high heme require-
ments for hemoglobin, we suspect that FLVCR
functions as a safety valve to protect proerythro-
blasts from heme toxicity when globin expres-
sion [which is transcriptionally and translationally
regulated by heme (1, 2)] is insufficient. In human
tissues, FLVCR is highly expressed at sites of
high heme flux, including placenta, uterus, duo-
denum, liver, and cultured macrophages (Fig. 3),
which suggests that FLVCR prevents heme tox-
icity or facilitates heme iron trafficking in non-
erythroid cells as well.

When senescent red cells are phagocytosed
and digested by macrophages, hemoglobin is de-
graded to heme and, subsequently, to iron, bili-
verdin, and carbonmonoxide. Ferroportin exports
iron to plasma transferrin for delivery to the mar-
row or liver (17). Hepcidin regulates this pathway
by inducing the internalization and degradation
of ferroportin, thereby blocking intestinal iron ab-
sorption and iron release from cellular stores and
macrophages (18). To delineate the role of FLVCR
in macrophage heme iron recycling, we exposed
marrow-derived macrophages from Flvcr-deleted
and control mice to ferric ammonium citrate (FAC)
or opsonized red blood cells, in the presence or
absence of hepcidin, and measured ferritin (Fig.
4A). Deleted and control macrophages exposed
to FAC accumulate equivalent amounts of fer-
ritin, which increase equivalently with hepcidin
treatment. However, Flvcr-deleted macrophages
exposed to opsonized red cells accumulate more
ferritin than controls both with and without hep-
cidin treatment. These data support the model of
macrophage heme iron recycling diagrammed in
Fig. 4B; under normal physiologic conditions, heme
can be exported via FLVCRor can bemetabolized
to iron, which is subsequently exported through
ferroportin or stored as ferritin. When FLVCR is
absent, the amount of iron that is generated ex-
ceeds ferroportin’s export capacity, resulting in
an increase in ferritin, which increases further if
hepcidin is present and both heme iron and in-
organic iron export is blocked. Our data confirm
that not all heme in macrophages is broken down
(19), but rather some traverses the cell intact via
FLVCR. We further verified this export function

by 55Fe-heme and zinc mesoporphyrin studies
(fig. S6).

To evaluate the role of FLVCRmore broadly,
we examined other tissues in Flvcr-deleted mice.
Within 5 weeks, mice with the deletion develop
pronounced iron loading in hepatocytes and sub-
sequently within duodenal enterocytes and splenic
macrophages (Fig. 2, D to F). By 7 months, there
is swelling of hepatocytes lining bile canaliculi
and bile stasis. In contrast, themice inwhichFlvcr
is deleted only in hematopoietic cells show no iron
overload after 5 to 6 weeks (fig. S5). Liver hep-
cidin expression by reverse transcription polymer-
ase chain reaction (RT-PCR) is comparably increased
in mice with the deletion [1.7 ± 0.2 times control;
deleted (n = 5), control (n = 5); means ± SEM;
two-tailed Student’s t test, P= 0.04] and mice lack-
ing FLVCR only in hematopoietic cells [2.0 ± 0.3
times control; lacking FLVCR (n = 6), control (n =
3); P = 0.03]. These data demonstrate that hep-
cidin alone does not account for the iron overload
and biliary pathology. One possibility consistent
with our data is that FLVCR exports heme from
liver into bile, thus allowing iron to exit the body.

The high hepcidin levels in Flvcr-deleted ani-
mals contrasts with levels in other iron-loading
anemias with ineffective erythropoiesis, such as
thalassemia and congenital dyserythropoietic ane-
mia, where hepcidin is low despite high serum
iron and systemic iron overload (20). High hep-
cidin levels are seen in anemic mice prevented
from mounting an erythropoietic response by
the use of irradiation, chemotherapy, or an anti-
body to erythropoietin (21, 22), which indicates
that erythropoietic activity is the most potent
suppressor of hepcidin synthesis. Our results
demonstrate that the inhibitory signal must orig-
inate from cells more differentiated than pro-
erythroblasts and, thus, are consistent with the
recent finding that growth differentiation factor
GDF15 inhibits hepcidin expression (23).

Together, our data show that FLVCR exports
heme in vivo and is required by definitive ery-
throid progenitors at the CFU-E–proerythroblast
stage to complete terminal differentiation.We pro-
pose that heme toxicity causes PRCA in FLVCR
mutant mice and FeLV-C–infected cats and may
be a common pathophysiology in other models
of failed erythropoiesis where heme synthesis and
globin expression are dysregulated, which results
in a transient excess of intracellular free heme, for

example Diamond-Blackfan anemia (SOM text).
Our data demonstrate that FLVCR functions in
macrophage heme-iron recycling and show that
systemic iron balance involves heme-iron traffick-
ing via FLVCR, in addition to the well-described
elemental iron pathways.
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resolution documentation of living cells, molecular processes, and 
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rates of 20 fps for full frame and more than 100 fps in binning mode. 
The sensitive sensor and active Peltier cooling ensure a high dynamic 
range even for low-light intensities. With shutter speeds of 4 µs to 10 
minutes and up to 10-fold signal amplification, the instrument offers 
maximum flexibility. 
Leica
For information +49 (0) 6441/29-2550
www.leica-microsystems.com

Ultraviolet Area Imaging Detector
The ActiPix D100 is a miniature quantitative ultraviolet area imaging 
detector. It opens possibilities not available with conventional 
detectors, including new measurement capabilities in applications 
including real-time study of diffusion processes, inline quantification 
and sizing of biopharmaceuticals, dissolution and solubility testing, 
and membrane transport studies. The ActiPix D100 consists of a control 
box connected via a fiber optic cable and communications cable to 
a remote sensor head. The sensor head holds easily exchangeable, 
application-specific cartridges for techniques including capillary 
electrophoresis, nanoliquid chromatography, and imaging of lab-on-a-
chip devices. The miniature detector head contains a high-resolution 
1,280-by-1,024 active pixel sensor. The detector can be used as 
a plug-and-play accessory linked to multiple peripheral devices, 
such as capillary electrophoresis or nanoliquid chromatography 
instrumentation, with or without a mass spectrometer. Detection is 
performed at a selected wavelength by means of interchangeable 
filters. Processed data, including absorbance values covering the 
whole imaged area, is output in real-time to a computer using a high-
speed serial data link. 
Paraytec 
For information +44 1904 526270
www.paraytec.com




